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ABSTRACT
Many individuals rely on digital resources for advice related to their
health management such as passive information on web or more ac-
tive resources such as chatbots. Chatbot technology has made rapid
technical advances in recent years and holds potential for making
health information accessible to a wider range of individuals in-
cluding sparsely populated and rural areas. One challenge with
new technology is the gap that can occur with the functionality
offered by the technology and the actual needs of users. Not only
is it important that health related information and advice is accu-
rate and correct as it directly can affect individuals’ health-related
decisions, but the user experience must be positive, and users must
trust the technology. This study explores how users perceive four
popular health related chatbot apps by analyzing 708 reviews. The
results confirm that there is a gap between users’ needs and the
user experience provided by the chatbots. Suggestions for chatbot
developers are provided which could help reduce the gap between
the available functionalities and users’ needs.
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1 INTRODUCTION
The exponential growth of artificial intelligence (AI) has allowed for
its integration into multiple sectors, including healthcare. AI-based
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healthcare chatbots is one prominent application of this technol-
ogy. Chatbots have emerged as a valuable resource for improving
patient treatment and assisting healthcare practitioners through
various AI-based technologies [34]. Chatbots could help increase
access to health-related information in less populated areas, rural
areas and low-income areas with lower density of health personnel.
According to Salazar et al. [30] many medical professionals per-
ceive chatbots as particularly useful for tasks such as scheduling
doctor appointments, locating health clinics, or offering medication
information. Chatbots are typically designed to imitate human con-
versation using text or voice interactions [2]. This paper focuses on
text-based chatbots. Chatbots use a wide range of conversational
data to learn and respond more effectively [14].

Recent advances in artificial intelligence, machine learning, and
natural language processing have helped advance chatbot tech-
nology, and current AI chatbots can accomplish many advanced
tasks, such as healthcare advice, symptom analysis, mental health
support, and even medication management [27].

User Interface (UI) is the visible façade of a mobile app that di-
rectly influences users’ impressions. User centered development
processes are considered the golden standard for interactive sys-
tems, yet many advanced systems based on emerging technologies
are developed using more traditional techno-centric methods. This
is understandable as emerging technologies such as generative
AI have non-deterministic behavior that is hard to fully explore
with traditional formative user testing. Holmes et al. [20] argued
that the traditional best practices normally applied to User Expe-
rience (UX) design cannot easily be applied to chatbots, nor can
conventional usability testing techniques guarantee usability. An
alternative and resource for learning about users’ experiences with
such technology is to solicit summative app reviews [12].

This paper details a document study, based on 708 user reviews,
that analyzed UI-related issues in mobile healthcare chatbot apps.
The goal was to understand what factors contribute to positive
or negative perceptions in each app, and how these factors differ
across apps. By examining user reviews, common themes related
to barriers (such as technical issues, lack of personalization, or
inadequate medical content) and facilitators (such as user-friendly
design, accuracy of information, or helpfulness in managing health
concerns) can be identified. Relevant information grounded in
empirical evidence is a prerequisite for designing health chatbots
that meet users’ needs.
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2 RELATEDWORK
Chatbots have a long history with a renewed interest due to re-
cent advances in artificial intelligence (see for instance the general
review [26]). Technological advances in text-to-speech and speech-
to-text have also triggered related activity in voice assistants [16].
Chatbots typically allow free-text prompts that reflect natural lan-
guage. This contrasts with traditional query-based systems that
can be cognitively demanding [6]. Chatbots are used in many
problem domains including healthcare [5, 21]. Several healthcare
related chatbots have been implemented and tested in clinical set-
tings [3, 22]. Health related chatbots have also been explored as a
resource in medical and healthcare education [18].

Bhirud et al. [7] argued that most healthcare chatbots only pro-
vided answers to general health related problems based on FAQs.
They suggested that chatbots should provide more natural commu-
nication through the use of natural language processing to mimic
the responses of a medical doctor. A relatively recent review [29]
found that most chatbots provided fixed output. However, recent
advances in generative AI may change this, for example by provid-
ing summaries [24]. Shan and colleagues [33] provide an overview
of how language is used in health related chatbots and its impact
on the users.

Through an online survey, Sweeney et al. [35] found similar
results, namely that about half of mental health professionals re-
sponding found chatbots to provide benefits for clients to manage
their mental health, but that they are not yet sufficiently under-
standing or expressing human emotion. Cameron et al. [10] argued
that such chatbots could be a useful remedy to counteract long
waiting lists to see professionals and provide access to sparsely dis-
tributed individuals in rural areas. They also pointed out the risks
and ethical considerations associated with implementing mental
health chatbots as well as the importance of usability. One ethical
issue is related to how users may be nudged by the technology
with either positive or negative effects [37]. A review of health
chatbot papers [25] revealed that a majority did not address security
and privacy issues; they called for intensified research into chatbot
privacy.

Using an online survey to probe 100 physicians’ opinions about
general health chatbots, Palanica and colleagues [28] found that
most physicians acknowledged potential benefits to include sup-
porting, motivating, and training patients with the potential of
being “surrogate” caregivers. Scheduling of doctor appointments,
locating health clinics, and providing medication information were
explicitly listed. However, lack of human emotion and specialist
knowledge to provide reliable diagnosis were the main perceived
weaknesses of chatbots.

Studies of health related chatbots have shown that utility [36]
and information quality, accuracy, and competence [8] are key
success criteria. Using eye-tracking, Chen et al. [11] found that
anthropomorphic appearances and human-like conversation styles
in chatbots affected users’ perception of social presence, trust, and
satisfaction. Baek and Kim [4] studied the “creepiness” of ChatGPT
and found it related to task efficiency and social interaction.

3 METHODS
The literature on chatbots typically evaluates performance accord-
ing to usability, classifier performance, speed, comprehensibility,
realism, repetitiveness, word error rate, concept error rate, and
aesthetics [1]. This work relies on quantitative measures as well as
qualitative opinions.

3.1 Chatbot health apps
Four Android mobile health apps were randomly selected from
Google Play based on their popularity, namely Woebot, WebMD,
Ada and Healthily. Woebot is an AI-powered mental health chatbot
that uses principles of cognitive-behavioral therapy to assist users
in managing mental health issues such as depression, anxiety, and
stress. It is designed to provide users with emotional support and
therapeutic conversations. WebMD, Ada and Healthily (also known
as Your.MD) are symptom checker apps with chatbots. They are
designed to help users manage their health independently. The
smartphone platform was chosen due to its convenience and per-
vasiveness among users, despite a risk of being more cognitively
demanding [31].

3.2 Data collection
User reviews for the four mobile apps were first scraped from
Google Play using the ‘google scraper’ python tool. The reviews
collected are all public and there are therefore no personal data or
privacy issues related to the data collection. All reviews were also
classified as verified reviews.

A total of 2000 random user reviews were collected, that is, 500
for each app. Next, only recent reviews were included (2021-2023)
resulting in 708 reviews (Ada: 302, Woebot: 183, WebMD: 153, and
Healthily: 68). For each user review, the author, date, score (star
rating), review comment, developer response and time of response
were collected. Both quantitative and qualitative analysis were
performed on the collected data.

3.2.1 Quantitative Analysis. Quantitative analyses were performed
on the collected data using rating analysis, sentiment analysis,
temporal trends, and developer response analysis.

Rating analysis was performed by computing the mean rating
and rating distribution for each app. The mean rating was to give
an overall sense of user satisfaction while the rating distribution
was used to identify if most users were generally satisfied (higher
ratings) or not (lower ratings).

Sentiment analysis is the task of extracting and analyzing peo-
ple’s opinions, sentiments, attitudes, perceptions, etc., toward dif-
ferent entities such as topics, products, and services. It can be used
for monitoring brand reputation, analyzing customer feedback, or
gauging public opinion on social media by extracting meaningful
insights from textual data. The sentiment analysis conducted herein
was inspired by [9, 19] and was conducted using the TextBlob sen-
timent analysis tool in Python to classify the sentiment of each
review as positive, negative, or neutral.

Temporal trends were analyzed to see how ratings changed over
time by grouping the reviews by year and computing the mean
rating per year.
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Table 1: Thematic coding of review comments

Category Theme Description

Appearance Layout Clear or unclear visual structure
Font size Adequacy of the font size

Interaction Navigation Difficulty
Notification Too few or too many
Responsiveness Ability to respond to user text input
Ease of Use How easy to use the app

Functionality Usefulness Usefulness of the app
Update bugs Issues introduced with updates
Login Negative login experiences
Crash issues Apps crashing
Accuracy Content accuracy

Experience Advertisement Appropriateness of ads
Feedback Responsiveness of app developers
Cost Payment or free

Some users may read reviews to determine whether they want
to download an app or not, and a developer’s comment on a user’s
review can help influence their decision. Secondly, some users
tend to change their reviews and give an app a higher rating after
receiving a response from the app developers. The reason for most
rating decrease is that app owners do not fully meet users’ needs or
respond too late [12]. Developer response analysis was conducted
by calculating the percentage of reviews that received a developer
response in a bid to analyze if the presence of a developer response
correlates with higher subsequent ratings (indicating effective issue
resolution). Thus, a correlation analysis was carried out between
the developer response scores and the mean ratings of each app.
Correlating the two allowed us to investigate the degree of consis-
tency (or discrepancy) between users and developers ratings of the
apps.

3.2.2 Qualitative Analysis. A thematic analysis was conducted by
coding the reviews along the dimensions shown in Table 1. To
ensure coding reliability, the reviews were extracted based on score
ratings for each app; each user comment was manually reviewed
to identify UI related keywords.

A deductive coding approach inspired by Chen et.al [12] was
used to identify 14 UI-related themes. These themes were then
organized into four categories, namely Appearance, Interaction,
Functionality and Experience. For example, a user review, “The UI is
not user friendly at all for a health application. One would think they
would take into account poor vision, poor coordination, shaking hands
and other conditions where having small icons and buttons are a bad
decision. For example, what is up with the redesigned medication
reminder? The check marks require a magnifying glass to see. Could
they be any smaller? What a ludicrously stupid design choice. The
check marks should remain prominent and obvious at a glance” was
classified as a font-size related issue under the appearance category.
Similarly, the review “Im not sure what its actually supposed to do.
The medical advice is dreadful, type your symptoms in and 99% of
time it will just say go to the doctor to cover itself. The information on
the app is just recycled from Google searches. Of zero use to me” was
classified as related to usefulness under the functionality category.

Figure 1: Diverging stacked bar-graph showing user rating
(percentage) distributions of the four apps. Ratings were
from 1 (lowest) to 5 (highest).

4 RESULTS
4.1 Quantitative findings
Figure 1 shows the distributions of the scores for the four apps.
Healthily (M = 2.44, SD = 1.74) is the app with the most negative
reviews with 51.5% of 1-star ratings, indicating a significant portion
of users are not satisfied with the app. At the other end of the scale
Ada (M = 4.50, SD = 0.97) was associated with the most positive
reviews with 69.1% 5-star rating suggesting a high degree of user
satisfaction. WebMD (M = 2.92, SD = 1.68) exhibited a balanced per-
centage (32%) of 1-star and 5-star ratings which suggests diverging
responses where one portion of users found it useful and satisfac-
tory, another portion had negative experiences with the app, while
the remaining users were more neutral. The large portion (67.8%)
of the 5-star rating for Woebot (M = 4.37, SD = 1.12) suggests a
high level of user satisfaction though not as strong that of Ada.
Figure 2 shows the sentiment distributions for the four apps. It
seems that the sentiments correlate with the ratings. Ada and
Woebot are associated with the highest reviews of 77.9% and 73.8%,
respectively, indicating strong user satisfaction. Although Healthily
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Figure 2: Diverging stacked bar graph showing the sentiment
distributions for the four apps (percentages).

Figure 3: App rating over time.

has a lower mean rating compared to WebMD, it has a higher
percentage of positive reviews.
Figure 3 shows that the ratings for Woebot (4.6 to 4.2) and Healthily
(3.1 to 1.8) exhibit downward trends, while no clear upward or
downward trends could be observed for Ada (4.6 → 4.2 → 4.6) or
WebMD (2.4 → 3.4 → 3.2). The rating for Healthily has the largest
decrease with nearly a halving of ratings during the last three years.
Figure 4 shows the relationship between the mean app ratings and
the developer response rate. The data gives weak support to the pro-
posal that there is a pattern for apps with higher developer response
rates to have higher average ratings. Ada and Woebot both have
high ratings and high developer response rates, while WebMD has
comparatively low user ratings and developer responses. Healthily
deviates somewhat from this pattern with the lowest app rating
despite also having the highest developer response rate.

The written reviews give some insight as one user of the Ada
app wrote: “Was relatively ok, until today when the app refused to
start. It freezes at the entry logo and that is it. Later edit: problem
has been solved by the developers of the app. It’s a pretty good app.
True diagnostics”.

4.2 Qualitative findings
Table 2 summarizes the common strengths and weaknesses for each
app.

Figure 4: Developer response rate vs user’s app rating.

The results indicate that many users found all four apps helpful
and easy to use. It was also observed that each app had distinct
strengths catering to different aspects of health management. The
Ada app was recognized for its accurate health information and
diagnostic capabilities. Users commended its precision and respon-
siveness, particularly in urgent situations. For instance, one user’s
experience underscores this: “Honestly helped before going to the
doctor and it was helpful. Ada symptom checkers is pretty accurate
in my experience. It was right, I had bronchitis.” Another significant
aspect of Ada was its emergency care detection, as highlighted in a
review: “Very great app to assess your symptoms and find out what
could be wrong with you. You can tell Ada all your symptoms and it
usually is correct on the possible diagnosis. Ada will tell you when to
seek emergency care or when to talk with a doctor. . .”

A unique feature of WebMD was its allergy tracker, which has
been a highly valued feature. A user stated that “For me this is a
wonderful app. When I start getting sniffles, itchy eyes, and conges-
tion, all I do is look at the app.” However, many users expressed
dissatisfaction with the recent discontinuation of this tracker fea-
ture. As pointed out by one disappointed user “They are taking
away the main reason I got this app, the allergy tracker!… But now I
will probably just uninstall…”

Woebot was commended for its crisis detection feature and user-
friendly interface. It was particularly highlighted for mental health
support, as one user noted, “I’ve been using Woebot for nearly 2
weeks and have found it very helpful. I especially appreciate the crisis
detection - it’s comforting to know that there’s a safety net if things
get too heavy.” The app is also lauded for being ad-free, enhancing
its usability. A user review encapsulates this sentiment: “Great
app. Was really helpful when I was just starting to learn about CBT.
Continues being helpful as I find it useful to revisit the lessons and use
the tools it offers. The interactive nature makes it easy and more fun
to learn and do exercises. The chat interface makes it more engaging.
It’s completely free from what it seems, no ads, no subscriptions or
anything which is GREAT. . .”

The Healthily app was acknowledged for its health tracking
features and its health article suggestions, noting that the articles
add value to the user experience. This is captured in a user’s review:
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Table 2: Summary of positives and negatives across all the apps. Note that the Allergy tracker* for WebMD was dropped in
2022 and most reviews documented how not useful the app is without the allergy tracker.

App Positives No. of Reviews Negatives No. of Reviews

Healthily 1. Ease of use
2. Useful trackers
3. Article suggestions

4
3

1. Payment
2. Update bugs
3. Lack of detailed info
4. Inaccuracy

32
4
3
7

WebMD 1. Allergy tracker*
2.Healthy guidelines
3. Ease of use
4. Useful

15*
3

32

1. Instability
2. Adverts
3. Limited Symptoms list
4. Login issues
5. Inaccuracy
6. Notification abuse

11
5
9
5
8
7

Ada 1. Detailed
2. Ease of use
3.Emergency detection

48

29

1. Instability
2. Verification/Login
3. Navigation issues
4. No provision to type in symptoms
5. Limited symptom list
6. Font size

8
6
3
7
2
2

Woebot 1. Ads-free
2. Ease of use
3. Easy Navigation
4. Good UI
5. Crisis detection

11

32
64
37

1. Payment
2. Too generic
3. Not responsive

5
6
8

“This app is pretty good. It’s suitable for people who want to improve
their health. The articles are a nice touch.”

While the four apps offer unique features that users find valu-
able, there were also mentioning of notable challenges. Users have
encountered a range of issues from technical glitches to limitations
in app functionality. The Healthily app had the highest percentage
of negative reviews mainly due to its subscription fee. As stated
in one review: “Not a free app, requires an expensive subscription to
use at all.” Concerns about inaccurate information were also noted:
“. . .but always took medical advice with a grain of salt. Googling
medical symptoms has better results. . ..” Users of WebMd and Ada
reported issues with app stability and performance. One Ada user
wrote: “So far this app is so good, its helped me determine what I may
have and its pretty accurate. Only problem is it crashes sometimes.”
There were also mentions of login and limited symptoms issues on
both apps. For example, a WebMd user wrote: “Looks okay, however
I can’t sign in to the app, keeps saying wrong email or password. Tried
resetting password, still the same issue.” The Woebot app received
feedback about its generic responses and lack of interactive under-
standing as highlighted in this user review: “The information given
is great, however when the bot asks for your input, it is not read. You
can type anything you want in the text box and the bot will tell you
that you did well and completed the assignment. It is definitely not
interactive.”

Key user suggestions based on the reviews can be summarized
as:

• Introduce ‘medicine cabinet’ and ‘medicine saving’ features.
• Facilitate search queries as an alternative to selecting symp-

toms from a limited list.

• Expand the list of symptoms and medications.
• Paid apps should have free versions.
• Introduce camera features allowing users to take pictures of

areas of concern on their bodies.
• Introduce weekly ‘activity monitoring’ and ‘discussion his-

tory’ features.
• Improve AI algorithm accuracy and personalization to pre-

vent inaccurate and generic responses.
• Careful curation of features based on relevance and useful-

ness to avoid overloading users with less useful features.

5 DISCUSSION
One possible explanation for the discrepancy between the review
score and sentiment for Healthily and WebMD could be that the
content and tone of the reviews can vary significantly. For exam-
ple, a review with a higher score might still contain constructive
criticism or neutral remarks, leading to a neutral sentiment classifi-
cation. Conversely, a review with a lower score could include some
positive comments, resulting in a positive sentiment. For example,
one user gave the WebMD app a 5-star rating but was very critical
in her review comment: “the allergy screen is partially not visible
the ad screen seems to be in the way, also it looks very plain and needs
the different colors for the intensity of the pollutants and the map”.
This led the comment to be classified as neutral.

The correlation between the mean rating and developer response
scores were only moderate, indicating that other factors also play
a significant role in determining the average rating of an app. For
instance, the quality of the app, user experience, and app func-
tionality are likely to be major factors. For example, the healthily
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app, despite having the highest response rate, has a relatively low
average rating. This could suggest that while the response rate is
important, it cannot offset other aspects of the app that might be
affecting user satisfaction. Conversely, the WebMD app, with the
lowest response rate, does not have the lowest average rating. This
again reinforces the idea that many factors contribute to an app’s
average rating.

The qualitative analysis of user reviews for all four apps reveals
the emphasis users place on availability of useful specialized fea-
tures, accuracy, ease of use, and responsiveness in health apps.
Ada’s high level of information accuracy and diagnostic capabili-
ties, as evidenced by user experiences, underscores the importance
of reliable and precise health information. The positive feedback
about Ada’s emergency care detection feature further highlights
the need for health apps to be responsive to urgent health situa-
tions. This suggests that developers should prioritize not only the
informational content but also the decision-support capabilities of
health apps.

The dissatisfaction expressed by WebMD users due to the re-
moval of the allergy tracker reveals how specific features can be-
come integral to user experience. It emphasizes that changes in app
functionalities can significantly impact user reliance and satisfac-
tion. This scenario presents a critical learning point for developers:
understanding and maintaining the features most valued by their
users is crucial for sustaining app relevance and user loyalty.

Woebot’s praise for its crisis detection feature and ad-free, en-
gaging interface highlights a growing user demand for mental
health support through digital platforms. However, feedback about
Woebot’s generic responses points towards the need for more per-
sonalized and interactive experiences in mental health apps.

The negative response to Healthily’s subscription fee brings to
the forefront the issue of accessibility in health apps. It underscores
the need for affordable and accessible health solutions and the
need for developers to balance monetization with user accessibility.
Additionally, concerns about content accuracy in Healthily high-
light the vital responsibility of health app developers in providing
reliable and trustworthy health information, given the potential
consequences of misinformation.

5.1 Limitations
This studywas limited to Google Play reviews. It is thus a possibility
that the results are affected by representation bias [32]. Future
work could include data from other platforms such as the Apple
store. More importantly, steps should be taken to corroborate
the findings through triangularization methodologies relying on
different sources.

Another weakness of the current study is that the authentici-
ties of the reviews were not validated [23]. It was assumed that
the reviews were valid and not manipulated. Although challeng-
ing, future work should attempt to validate review authenticity to
compensate for manipulation using one of the sampling methods
proposed in the literature (for example [17]).

Next, issues related to hallucination were not addressed herein.
One practical limitation of modern large language models is their
tendency to hallucinate [15, 38] making it harder for users to trust
the provided information. Clearly, more work is needed to prevent

hallucinations [13] and understand how technological hallucina-
tions are perceived by users and how such hallucinations affect
their decisions.

6 CONCLUSION
There has been a rise in the development of healthcare chatbot
smartphone apps as studies have shown that chatbots can be used
for ”therapeutic” healthcare interventions or for at least augment-
ing traditional healthcare interventions. However, as reported in
user reviews, many of these apps have significant problems. App de-
velopers would benefit from more insight into major user concerns
to improve the quality and adoption of their apps.

While most of the users of these apps found the app useful, the
analysis carried out in this study demonstrates that there is an
ongoing need for improvement in areas including information ac-
curacy, app stability, navigation, and functionality across all apps.
The evolving nature of user needs and expectations calls for a user
centric approach in health app development, where user feedback is
continually integrated to enhance app functionality and user experi-
ence. Insight into users’ perceptions and experiences with popular
chatbots provided in this study can help identify app improvements
to increase the user experience and user engagement.
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