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This paper considers the reasonableness of claims made in empirical psychological 
science. Drawing on validity and institutional theories, our conceptual model views 
research methods as institutionalized approaches to supporting the (implicit) inferential 
argument that is used to validate conclusions. Breakdowns occur when researchers falsely 
believe that a method strongly supports the inferential argument, but where little 
support is provided. We identify two characteristics of methods that promote breakdowns 
and show that these characteristics explain breakdowns of two common methods, null 
hypothesis significance testing and cutoffs for fit indices. Last, we discuss broadly how to 
reduce breakdowns in scientific practice. 

This paper responds to recent critical reflections on the 
problematic state of social sciences (e.g., over-belief in un-
replicated findings from small studies, p-hacking, HARK-
ing; Hedges, 2018; Hoekstra & Vazire, 2021; Munafò et al., 
2017; Renkewitz & Heene, 2019; Simmons et al., 2011). We 
provide a framework for thinking about the validity of study 
findings that could be helpful to most social scientists but 
is of particular interest to the field of meta-science and 
those working to improve the state of the social sciences. 
We understand the problematic state of the social sciences 
as arising from the rise, spread, and continuation of re-
search methods that promote breakdowns, which is when a 
method is believed to provide support for a scientific claim 
when little support for the claim is justified. For example, 
p-hacking refers to a set of practices (e.g., testing multi-
ple outcomes and interactions) that make finding a statis-
tically significant result probable even in the absence of 
“true” effects (Simmons et al., 2011). When p-hacking, sta-
tistical significance testing provides little evidence to sup-
port study conclusions (Mayo & Spanos, 2006). P-hacking 
(and other related practices), then, represents a condition 
under which there is a breakdown in the practice of signif-
icance testing (i.e., conditions under which researchers be-
lieve that study conclusions are strongly supported when 
little support exists). 
This paper provides a three-step, theoretically-based ar-

gument for how methods that promote breakdowns remain 
in use, sometimes despite a widespread understanding of 
a method’s problematic nature (e.g., p-hacking). First, we 

conceptualize social science as the practice of building, typ-
ically implicit, inferential arguments to support the reason-
ableness of specific claims and define research methods as 
approaches to support key inferences in inferential argu-
ments. Second, we argue that researchers’ are motivated to 
reduce the uncertainty of claims and that the same, induc-
tive inferences arise repeatedly across studies (Cronbach, 
1982), which leads to the institutionalization of research 
methods. This sets the stage for the last step, where the 
application of a research method becomes a substitute for 
providing support to key inferences, leading the reason-
ableness of a claim to be judged by the proper application of 
research methods rather than the actual support provided 
by the (implicit) inferential argument. This leads to break-
downs by making it difficult to fully evaluate the support 
provided by the inferential argument. We propose two con-
ditions that facilitate this last step. The remainder of the 
paper develops and expands this argument, providing two 
selected examples, and discussing the implications this ar-
gument has for improving social science research. 

The First Step: Claims, Validity and Research        
Methods  

Broadly speaking, we characterize the research field as 
many individual researchers or research groups that strive 
to put forth specific claims that are taken up by other re-
searchers or groups. Claims are any conclusion, recom-
mendation, or suggestion stemming from published or un-
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Figure 1. Example of an inferential argument to support a research claim. Only some inferences are shown.                

published articles or presentations (e.g., construct X exists 
or is important, intervention Y is effective)1. Researchers 
are cognitively, emotionally, and professionally motivated 
to make claims that are reasonable, accurate, and impor-
tant (e.g., through gaining professional satisfaction/pres-
tige) and institutionally rewarded by doing so (e.g., through 
promotions or job hiring). We focus here on the reasonable-
ness of empirical claims since a claim’s accuracy is often 
unknowable and its importance is evaluable only within the 
context of a specific field. Drawing on modern validity the-
ory (Kane, 2006), we view empirical claims as proposed in-
terpretations or uses of data (based on theory and analy-
ses), and a claim is accepted as reasonable when there is a 
well-supported, possibly implicit, inferential argument that 
lays out why a combination of theory, analyses, and data 
supports the claim, see Figure 1. From this perspective, 
breakdowns occur when researchers broadly believe that a 
validity argument provides strong evidence for a claim, but 
when one or more inferences in that argument have lim-
ited support. That is, when researchers have incorrect be-
liefs about the support for a claim. 
From this perspective, the key challenge for identifying 

breakdowns becomes identifying how researchers support 
the (implicit) inferential argument and the scenarios under 
which researchers might have more faith in the inferential 
argument than is justified, given the evidence. We define 
a research method as a systematized procedure used to 
support one or more inferences. For example, the method 
of random sampling is used to support the inference that 
the sample represents the population (in expectation). The 

method of systematic test development procedures is used 
to support the inference that a test measures the intended 
construct. The method of regression modelling is used to 
support inferences about structural relationships between 
variables, and so on. Figure 2 shows a representation of this 
argument, highlighting a single “focal inference” within the 
inferential argument for expository clarity. A full version 
of Figure 2 might show many claims arising from a single 
study, each with a unique inferential argument, and many 
methods being used to support the inferences that compose 
the inferential arguments. As shown in Figure 2, it is the set 
of inferences (i.e., the inferential argument) and strength of 
their support that determines the reasonableness of claims. 
Research methods provide support for specific inferences 
within the inferential argument and the overall level of sup-
port provided to the inferential argument determines the 
reasonableness of a claim. 
Note that we only seek to provide a theoretically-based, 

descriptive accounting of the practice of research. We take 
no normative stand on scientific reasoning or methodology. 
The inferential argument could be built on hypothetico-de-
ductive/falsificationist (e.g., Tunç et al., 2023) or abductive 
(Haig, 2018) lines of reasoning, or combinations. The re-
search aims could be confirmatory or exploratory. We fur-
ther take no stand on the accuracy of claims. Claims with 
little support could still be accurate. Last, we do not as-
sume that inferential arguments are explicit, simply that 
researchers use methods to convince themselves that 
claims are reasonable and believe that the claim’s audience 
will do the same, and this process of making claims that the 

One might replace the word claim with “contribution to the field”, but we find the word claim to be more neutral and concrete. 1 
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Figure 2. Conceptual Model   

intended audience will find reasonable can be represented 
as an inferential argument. Our goal is simply to character-
ize the practice of research. 
Figure 2 additionally highlights three aspects of a re-

search method: the Internal Logic, Assumptions, and Direct 
Evidence for the Inference. The Internal Logic of a research 
method is the implicit or explicit logic by which a research 
method provides support for the focal inference. Impor-
tantly, the internal logic connects directly to the inference 
since it is this logic that provides support for the inference. 
For example, Null hypothesis significance testing (NHST; 
Gigerenzer, 2018) is used to support the inference that the 
data is inconsistent with the associated statistical model 
(including the corresponding null hypothesis). Support for 
this claim follows from NHST’s probabilistic modus tollens 
logic (Cohen, 1994; Tunç et al., 2023). More specifically, the 
premises are (1) if the statistical model and Null hypothesis 
were accurate descriptions of the data-generating function, 
then the observed statistic follows the calculated distribu-
tion and (2) given the distribution, it is unlikely to have cal-
culated a statistic at least as extreme as what was observed. 
The conclusion is that the data is inconsistent with the pro-
posed statistical model (which includes the Null hypothe-
sis; Wasserstein & Lazar, 2016). In this way, the NHST logic 
serves as an Internal Logic that directly supports the “data-
model inconsistency” inference. 
The second aspect of a research method highlighted by 

Figure 1 is the Assumption Checks, which are checks on 
whether preconditions and assumptions necessary for using 
a method are met. They usually become part of routines 
for properly using a research method. Importantly, assump-
tion checks do not directly support an inference, but only 
check conditions under which the internal logic could not 
be correctly applied. For example, using NHST often re-

quires checking for (or assuming) normality of residuals 
(Cohen et al., 2003, ch. 2). Non-normality in regression 
residuals does not provide information about the size of 
a regression parameter, but solely provides information 
about the applicability of NHST’s internal logic (i.e., is im-
portant for calculating and interpreting p-values). When 
Assumption Checks fail, the method’s internal logic is un-
dermined and may not provide support for inferences, 
though some methods can be robust to some assumptions. 
Assumption checks can, at best, denote ‘necessary, but not 
sufficient’ conditions for applying the research method (St. 
Clair, 2005). For example, parametric correlations assume 
linear relationships between variables (Cohen et al., 2003, 
ch. 2), but while clear instances of non-linearity in the rela-
tionship can be found, one can generally not prove that the 
true relationship between two variables is linear (i.e., iden-
tifying an apparently linear relationship is necessary, but 
not sufficient for applying the method). 
The last part of a method in Figure 1 is Direct Evidence 

for the Inference. Consider the method of random sampling 
(Kish, 1965). Random sampling supports the generalization 
inference (i.e., an effect in the sample is present in the pop-
ulation) through the logic of randomization, as random-
ization creates a representative sample, on average (i.e., in 
expectation). A representative sample allows for generaliz-
ing from sample to population, and random sampling cre-
ates a sample that is, on average, representative of the pop-
ulation. Additionally, the sample’s representativeness can 
be partially empirically examined by comparing the sample 
and population on observed variables. That the sample and 
population are similar on observed variables provides di-
rect empirical support for the generalization inference in-
dependent of the logic of random sampling. This empiri-
cal evidence does not replace the logic of random sampling, 
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but it provides important, direct empirical evidence to sup-
plement that logic. Only some research methods provide 
such direct evidence while others rely solely on their inter-
nal logic. For example, a p-value cannot directly support an 
inference but provides information only when interpreted 
through the logic of a statistical significance testing para-
digm. 
Our argument thus far can be summarized as: Re-

searchers seek to make claims that intended readers will ac-
cept as reasonable, using their own (or colleagues) judge-
ment to make this determination. A claim’s reasonableness 
depends on the extent to which a well-supported inferen-
tial argument underlies that claim and this support comes 
from research methods. Breakdowns occur when re-
searchers believe that a research method provides strong 
support for one or more inferences when little support is 
actually provided (i.e., when researchers strongly believe 
claims that have weak support). We turn now to discuss how 
institutional theories can help illuminate when and why 
breakdowns might arise, spread, and be sustained. 

The Second Step: Institutionalization of Research       
Methods  

This section draws on institutional theory (DiMaggio & 
Powell, 1983; Meyer & Rowan, 1977) to characterize the 
spread of research methods. Institutionalization is a 
process where groups of actors (traditionally, organiza-
tions) that experience similar challenges with no clear, op-
timal solution develop common solutions that become 
widely rationalized as adequate or even ideal solutions for 
the shared challenges. Three conditions facilitate the insti-
tutionalization process: (1) uncertainty in either goals or 
approaches to meet goals, which prevents purely rational 
approaches from developing; (2) desire to reduce this un-
certainty, which motivates institutional forces; and (3) 
groups of organizations working towards similar goals, as 
drivers of institutionalization work across groups. 
Here, we envision individual researchers, or research 

groups, as “organizations” that share knowledge resources 
(e.g., theories, past claims) and have a shared interest in 
maintaining a positive public perception of science while 
competing for resources and seeking to gain prestige by 
making claims. We assume that the same basic inferences 
arise repeatedly across studies, driven by the fact that re-
searchers study specific units (e.g., individuals), treat-
ments, observations (e.g., measurement tools), and settings 
(i.e., utos) and seek to make claims about broader popula-
tions of units, treatments, observations, and settings (i.e., 
UTOS; Cronbach, 1982). This creates the need to support 
the inductive inferences that, e.g., specific samples repre-
sent populations or specific measures generate scores that 

represent constructs. Then, many inferences that arise re-
peatedly across studies are inductive and so inherently un-
certain (Haig, 2018). We assume that researchers, in try-
ing to support claims, are highly motivated to reduce this 
uncertainty, providing the strongest possible defense for a 
claim. In this way, researchers (1) face uncertainty in deter-
mining the validity of claims2, (2) have a desire to reduce 
this uncertainty (i.e., ensure that claims are accurate), and 
(3) face similar challenges in supporting specific inferences 
across studies and research questions, setting the stage for 
the forces of institutionalization. We propose, then, that re-
search methods arise, spread, and become institutionalized 
as attempts to manage and minimize the inherent uncer-
tainty arising from the need to support inferences. 
Three pressures lead to the institutionalization of re-

search methods: mimetic, coercive, and normative pres-
sures (DiMaggio & Powell, 1983). Applying institutional 
theory to characterize the development of the research 
field, the following story emerges. Researchers struggle to 
support key inferences when making claims, leading them 
to identify approaches from similar past work that seem-
ingly successfully supported claims. Importantly, at the 
start of this process, the adopted method need not be 
highly effective at reducing the uncertainty of claims, re-
searchers must simply believe it reduces the uncertainty 
more than existing approaches. Mimetic pressure, then, 
leads other researchers to copy previous methods, citing 
the successful past work as justification for the approach. 
As methods are copied, they are systematized, spreading 
through both formal courses and informal social networks 
(i.e., normative pressures). As a method spreads, normative 
pressures to adopt the method arise (i.e., others grow to 
expect the approach’s usage). Eventually, gatekeepers, in-
cluding peer reviewers, editors, and funding agencies, can 
begin requiring the method, creating coercive pressures. 
As a method spreads, it becomes systematized with clear 

rules and routines for enactment, including Assumption 
Checks (i.e., the conditions for using the approach are for-
malized), and shared understandings of the method’s af-
fordances and limitations develop (i.e., the internal logics 
are formalized and the inferences a method might support 
are agreed upon). This systematization of the method re-
sults in shared understandings of when, how, and why the 
method should be used, as well as how assumptions of the 
method should be checked. However, there may not ever 
develop universal agreement over all aspects of a method, 
both because experts disagree on complex subtleties associ-
ated with the method and because applied researchers may 
only be motivated to develop the knowledge they believe to 
be necessary to apply the method. 
A note about the institutionalization process is impor-

tant. It is driven by pressures that promote conformity and 

It may be possible that some claims are supportable only through deductive logics (e.g., falsificationist approaches), though philoso-
phers of science have argued that while deductive logics can play an important role in science, there is an unavoidable need to rely on 
abductive logics, as deductive logics cannot create new knowledge (see Haig, 2018). The only point necessary for the arguments in this 
paper is that many claims have some uncertainty associated with them, as this would be enough to drive the institutionalizing forces 
that we discuss. 

2 
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reduces uncertainty in claims through this conformity (i.e., 
claims are perceived as less uncertain when supported by 
methods that the field accepts as being sufficient to support 
a claim), making it inherently conservative. There is no 
guarantee that effective methods will result from this 
process, though we assume that clearly ineffective methods 
will be deselected at the start of the institutionalization 
process. However, the conservative nature of institutional-
ization may sustain methods that already are institution-
alized after flaws are identified (e.g., commonly critiqued 
approaches like NHST have remained remarkably robust 
despite long-standing critiques; Gigerenzer, 2018). Simi-
larly, there is likely a “good enough” principle, where meth-
ods that are understood as non-ideal, but that are better 
than alternatives, may become institutionalized and so re-
main self-propagating even after better methods arise. 

The Third Step: The Emergence of Breakdowns in         
Scientific Practices   

Overall, the institutionalization of research methods is 
neither solely negative nor positive. It has several positive 
impacts. Institutionalized methods are those that have 
been vetted and approved by the field, so they are likely to 
be more effective and fully developed than methods indi-
vidual researchers might develop on their own. For exam-
ple, regression models (and many other classes of statistical 
models) have standards for use (e.g., guides for evaluating 
the quality of a regression analysis; Hancock et al., 2019, 
ch. 23), established computer software that includes built-
in assumption checks (e.g., the lm package in R; R Core 
Team, 2024), and various fitting algorithms that relax as-
sumptions (e.g., OLS versus least absolute deviation; Cohen 
et al., 2003). These features represent a systematization of 
regression modelling that can, ideally, reduce misuse of the 
method by ensuring that core procedures are enacted and 
key assumptions tested. This is not a perfect fix, as indi-
vidual researchers may not apply methods as intended and/
or engage in the expected assumption checks, due either 
to a lack of knowledge, cognitive biases (e.g., confirmation 
bias), or institutional pressures (e.g., lack of time, pres-
sure to publish). However, the existence of institutional-
ized methods, such as regression modelling, prevents re-
searchers from having to start from scratch in every study, 
allowing the methodology of science to be cumulative. 
On the other hand, institutionalization has potential 

negative impacts. The institutionalization process shifts 
the focus from building and supporting inferential argu-
ments to the proper enactment of research methods. This 
reduces the uncertainty of claims because inferential argu-
ments (especially inductive inferences) are inherently un-
certain while the proper application of a research method 
can be evaluated with little uncertainty (albeit typically 
only using information not available in published research). 
Research methods, then, can serve to buffer claims from 
true scrutiny, as researchers (and peer reviewers and the 
public) often focus on the enactment of specific research 
practices when judging the validity of conclusions rather 
than evaluating the overall support of the (implicit) infer-
ential argument linking data to conclusions (i.e., ceremo-

nial inspection; Meyer & Rowan, 1977). For example, factor 
analysis often supports the inference that one has mea-
sured the intended, theoretical construct, but fully support-
ing this inference is highly complex, requiring more than 
statistical modelling (Maul, 2017; McGrane & Maul, 2020). 
While we emphasize the desire to reduce uncertainty in 

claims as the driver here, other cognitive and/or social bi-
ases could also play a role here. For example, the emphasis 
on applying methods facilitates confirmation bias by allow-
ing appeals to the limitations of methods when outcomes 
do not confirm to expectations while allowing researchers 
to minimize a method’s limitations (by appealing to the 
method’s common use) when outcomes confirm expecta-
tions. Further, social conflicts may be minimized by allow-
ing researchers to focus on the application of the method 
(i.e., something highly concrete) rather than much more 
complex questions related to inferential arguments (e.g., 
how much support for an inference is enough? What episte-
mological/ontological assumptions are necessary for build-
ing a convincing inferential argument?). In this way, the 
shift in focus from the inferential argument to the appli-
cation of methods might facilitate a wide range of cogni-
tive and social biases that promote or sustain further break-
downs. 
A further consequence of the focus on methods is the re-

sultant ambiguity in inferential arguments. It can be diffi-
cult to determine what inferences are necessary to support 
a claim and how precisely research methods support the in-
ferential argument. This promotes breakdowns in at least 
two ways. First, it allows difficult to support inferences to 
go unnoticed (typically unintentionally, but also potentially 
intentionally by those with poor motives). Second, and re-
latedly, ambiguity in the inferential argument allows re-
searchers to substitute difficult inferences with similar, but 
easier to support inferences. For example, NHST is often 
inappropriately used to support the inference that a spe-
cific parameter is non-zero, when it, at best, can be used 
to support the broader data-model inconsistency inference, 
implying that one or more parameters or assumptions is 
wrong; Wasserstein & Lazar, 2016). 
Beyond these two potential sources of breakdowns, we 

propose two characteristics of research methods that might 
promote breakdowns or allow breakdowns to persist across 
time: The Logic of Confidence condition and the Deductive-
Style Reasoning condition. We discuss these conditions 
next. 

The Logic of Confidence Condition      

The Logic of Confidence condition occurs when the in-
ternal logic of the research method is the sole basis for sup-
porting an inference (i.e., when no direct evidence is gen-
erated; see Figure 2). NHST serves as an example for this 
condition. While enacting NHST might involve many As-
sumption Checks (e.g., distributional tests), these checks 
provide no direct evidence for the “data-model consis-
tency” inference (i.e., the typical focal inference for NHST; 
Wasserstein & Lazar, 2016), but simply identify if the con-
ditions necessary to apply NHST exist. However, one can 
never fully specify or check the complete set of auxiliary 
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assumptions necessary for applying a method (c.f., Gersh-
man, 2019; St. Clair, 2005). That is, assumptions denote 
at best necessary, but not sufficient conditions for using a 
method. Then, one can never guarantee that the research 
method can be applied in each case. For example, the basis 
of NHST involves severe testing (i.e., the claim that a test 
result is highly unlikely to have occurred given the model; 
Mayo & Spanos, 2006), but the necessary conditions for a 
statistical test to be a severe test are still under-specified 
(though pre-registration of analyses seems like a possible 
pre-condition; Gehlbach & Robinson, 2017). 
Relying solely on a method’s internal logic increases re-

searchers’ confidence in the appropriateness of a method, 
especially when a series of assumption checks show no 
problems, while shielding researchers from confronting any 
direct evidence about whether an inference is supported. 
The result is that enactment of the method becomes the 
only standard through which researchers themselves and 
peer reviewers can judge the appropriateness of the focal 
inference, allowing the very use of methods (according to 
agreed upon standards) to gain a self-perpetuating momen-
tum, regardless of whether that use promotes breakdowns 
(see, e.g., Gigerenzer, 2018). In this way, the internal logic 
of a research method becomes a logic of confidence that is 
accepted as a matter of faith while avoiding true tests of the 
adequacy with which the method supports claims (i.e., cer-
emonial inspection; Meyer & Rowan, 1977). We hypothe-
size, then, that research methods that fit the logic of confi-
dence condition likely promote breakdowns, yet still persist 
in usage despite these breakdowns. 

The Deductive-Style Reasoning Condition     

The second characteristic of research methods that pro-
motes breakdowns is the Deductive-Style Reasoning condi-
tion. Here, we define deductive-style reasoning as reason-
ing where the conclusion is guaranteed by a set of premises, 
contrasting this with inductive reasoning, which involves 
tentatively suggesting a broad conclusion based on evi-
dence from specific examples. The contrast here is both in 
terms of the certainty of conclusions (i.e., only deductive-
style reasoning gives certainty) and the nature of the rea-
soning (i.e., only inductive reasoning argues from specific 
example to a general principle; Haig, 2014). 
We proposed that many shared inferences are inherently 

inductive (i.e., focused on generalizing beyond the specific 
units, treatments, measures, and settings studied) and so 
uncertain (c.f., Cronbach, 1982; Haig, 2018). Researchers 
are motivated to reduce this uncertainty and so expected 
to prefer deductive-style logics that promise more certainty 
in conclusions. For example, problematic applications of 
NHST ritualistically interpret low p-values as proof that a 
parameter is non-zero (Gigerenzer, 2018). That is, after ac-
cepting the premises of (a) assumption checks fail to iden-
tify problems and (b) the p-value is below the cut-off, the 
validity of the focal inference is taken as a foregone con-
clusion. We might contradict this with Fisher’s original in-
terpretation of p-values as a source of inductive evidence 
(Halpin & Stam, 2006; see also Wasserstein et al., 2019). 
This certainty, however, can lead to overconfidence in the 

focal inference, especially for inductive inferences. That is, 
the apparent certainty of deductive logics makes it appear 
to be unnecessary or a waste of time to conduct the sorts 
of replications and checks necessary to detect breakdowns, 
discouraging such checks (see Amrhein et al., 2019). Thus, 
we contend that the use of deductive-style reasoning when 
applying research methods to support inductive inferences 
could hinder the detection and correction of breakdowns. 
This section has argued that breakdowns will persist 

across time if research methods meet the Logic of Confi-
dence condition, because researchers will never be faced 
with direct empirical evidence that exposes the minimal 
support provided for the focal inference, or the Deductive-
Style Reasoning condition, because certainty in conclusions 
discourages the sorts of checks necessary to detect break-
downs. This same logic points towards two desired proper-
ties of research methods: they should generate Direct Evi-
dence to support the focal inference and, at least when the 
focal inference is inductive, they should emphasize induc-
tive-style reasoning. In the following, we apply the theory 
to highlight potential problems with two common methods. 

Application of the Theory to Two Research        
Methods  

To this point, the paper has put forth a theoretical ac-
count that explains the institutionalization of research 
practices, or how research practices spread and become 
formalized into widely adopted methods and hypothesized 
when and why some research methods promote break-
downs. This section discusses two specific sets of practices 
in light of this account. 

Null Hypothesis Significance Testing (NHST)      

The first method we discuss is NHST, which was briefly 
discussed in several places above (see Gigerenzer, 2018 for 
broader discussions of NHST). While NHST arguably can 
be appropriately applied, the widespread usage of p-values 
to justify scientific hypotheses that arises from NHST has 
been heavily criticized (see Wasserstein & Lazar, 2016 for 
a formal statement from the American Statistical Associa-
tion on problems with p-values), leading us to confidently 
point to NHST as a case where a research method has led 
to a breakdown. We follow Gigerenzer’s (2018) characteri-
zation of problematic forms of NHST in what follows here. 
Importantly, in this characterization, the inference sup-
ported by NHST is the generalization inference, or the in-
ference that an effect found in a sample is present in the 
population, which is a subtly broader inference than that 
discussed above in the context of (the appropriate use of) 
NHST. This highlights our point above that the institution-
alization process leads to an emphasis on research meth-
ods that can make it difficult to follow precisely what parts 
of the inferential argument are being supported by a given 
method. This development and persistence of breakdowns 
related to NHST is predicted by our theory, see Figure 3. 
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Figure 3. The conceptual framework as applied to the NHST method          

NHST fulfills the logic of confidence condition        

We discussed the logic of confidence condition as it re-
lates to NHST previously, but shortly stated, the application 
of NHST generates only p-values, which can only be inter-
preted within the logic of NHST. No direct evidence that 
can independently lead to an evaluation of the general-
ization inference is generated, leading researchers to rely 
solely on the NHST logic when supporting the generaliza-
tion inference. 
Consider the usage of NHST from the perspective of 

the average researcher. The typical researcher may rou-
tinely support the generalization inference using NHST. In 
doing so, the researchers rely on the logic of confidence, 
never having to directly confront evidence about whether 
the generalization inference is accurate. This insulates re-
searchers from theoretical or conceptual critiques by ensur-
ing personal, positive experiences with publishing and ob-
taining peer recognition using NHST, allowing researchers 
to minimize any critiques they might come across and ex-
plaining the persistence of NHST-related breakdowns 
across time. Researchers can go their whole career without 
having to directly confront whether the generalization in-
ferences that they make are empirically supported (c.f., 
Gershman, 2019). 

NHST fulfills the deductive-style reasoning condition       

Further, while the probabilistic modus tollens logic of 
NHST (Cohen, 1994) is properly understood as providing 
uncertain conclusions, problematic interpretations of 
NHST effectively interpret NHST as invoking the deductive 
modus tollens logic (i.e., they reason deductively when 
drawing conclusions from NHST; Gigerenzer, 2018). This 
leads researchers to be overconfident in single studies, un-

dermining the likelihood that they will engage in further ef-
forts to validate the generalization inference (Amrhein et 
al., 2019; Nelder, 1999). 
The deductive-style reasoning underlying problematic 

applications of NHST undermines systematic attempts to 
externally validate the generalization inference by creating 
certainty in conclusions (Nelder, 1999). This, in turn, cre-
ates the impression that direct replications are unoriginal, 
simply confirm already known facts, or are a waste of time, 
reducing the demand for replications (at least until re-
cently; Amrhein et al., 2019; Makel & Plucker, 2014). This 
reinforces the logic of confidence by reducing the likelihood 
of direct replications, which is the main possible source of 
direct evidence that a researcher might use to empirically 
test the generalization inference. 

Discussion of breakdowns when using NHST       

Despite decades of discussions of flaws in NHST (e.g., 
Cohen, 1994; Hubbard, 2004), it is still widely used in prob-
lematic ways (Gigerenzer, 2018), which we argue is per-
petuated by the two conditions. If the critiques were ac-
curate and common uses of NHST were questionable, one 
would predict that disruptions to NHST’s logic of confi-
dence or deductive-style reasoning would lead to growing 
demands for changes to NHST. This is exactly what hap-
pened. The “replication crisis” began as empirical evidence 
mounted that NHST led to breakdowns (i.e., studies were 
far less likely to replicate than assumed; Amrhein et al., 
2019). That is, replication studies provided direct empirical 
evidence about the generalization inference, and when this 
was found to be discrepant with results from the NHST 
logic, many researchers reconsidered how they conducted 
research. The result is widespread reconsideration of when 
NHST supports the generalization inference and even ef-
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forts to ban NHST (e.g., Wasserstein et al., 2019). Addi-
tionally, there is a growing push for so-called “many lab 
studies” that explicitly and directly provide direct empirical 
evidence to test the generalization inference (e.g., Makel 
et al., 2019), replacing NHST’s internal logic with direct 
empirical evidence to support the generalization inference. 
While problematic usage of NHST has not disappeared, dis-
ruptions of the logic of confidence and deductive-style rea-
soning conditions have led to a wide scale recognition of 
the breakdowns resulting from problematic applications of 
NHST and efforts to reform the use of this method. 
What are the prospects of reducing the field’s depen-

dence on the questionable usage of NHST? Structural 
changes, such as better methods training, reforming text-
books, changing publication incentives, and ensuring gate-
keepers (i.e., peer reviewers, editors, funding agencies) un-
derstand the limitations of NHST, can be an important tool 
in promoting change, a common conclusion to meta-re-
search studies (e.g., Hoekstra & Vazire, 2021; Munafò et al., 
2017; Renkewitz & Heene, 2019). However, these structural 
changes do not address researchers’ need to support the 
generalization inference. They also do not force individ-
ual researchers to confront the limitations of NHST within 
their own work, though the direct challenges to the NHST 
logic that were discussed in the previous paragraph could 
accomplish this. Without addressing such needs, NHST may 
continue or be replaced by similarly questionable practices 
(e.g., Morey et al., 2016). 
It remains to be seen if any of the many suggested re-

placements for NHST will avoid its problems (see Wasser-
stein et al., 2019 for a brief overview of several such ap-
proaches). Unfortunately, while replication may be the 
current gold standard for supporting the generalization in-
ference, the emphasis currently placed on drawing clear 
policy and practice recommendations from single studies 
undermines the role of replication by emphasizing the need 
to draw conclusions from individual studies (Nelder, 1999). 
Efforts to combat this viewpoint, then, are important (e.g., 
Pashler & Ruiter, 2017; Robinson et al., 2013), as is provid-
ing alternative, breakdown-resistant approaches to support 
the generalization inference. 
The use of pre-registration has been suggested as a po-

tential solution to some of the problems stemming from 
problematic usage of NHST (Gehlbach & Robinson, 2017). 
We support the goals of pre-registration and believe that 
it can help with some of the issues around NHST, namely 
those related to p-hacking and the garden of forking paths 
(Simmons et al., 2011). However, the key problem in this 
paper is how NHST is used to support the wrong inference 
(driven by institutionalization’s focus on evaluating meth-
ods rather than inferences) while leading researchers to be 
overly confident in the inference (i.e., the deductive log-
ics condition) and never confronting researchers with direct 
evidence regarding the inference’s accuracy (i.e., the logic 
of confidence condition). We do not believe that this key 
problem is likely to be impacted by pre-registration. 

Using Cutoffs for Model Fit Statistics       

Next, we apply our conceptual framework to the practice 
of using cutoffs, or rules of thumb, on summary statistics 
to make decisions. This practice occurs in a range of areas 
when a continuous summary statistic is found that provides 
information that could be used to support an inference. The 
difficulty of determining whether a specific value on the 
summary statistic provides support for an inference has led 
to the institutionalization of using a specific range of val-
ues as supportive of the inference and another range of val-
ues as unsupportive. The origin or basis for specific cutoff 
values is not always known (e.g., for Cohen’s Kappa; Wil-
helm et al., 2018), but a small number of cutoff values often 
become widely adopted. We focus our discussion on the use 
of cutoffs in the specific case of generating model fit statis-
tics within confirmatory factor analysis or structural equa-
tion modelling (e.g., Hu & Bentler, 1999). Here, the focal 
inference is that the data were generated by the specified 
model, which we call the model fit inference, see Figure 4. 
That is, researchers use model fit statistics to imply that the 
specified model is correct, and the observed data come from 
that model. Note that this is subtly, but importantly differ-
ent from the inference that model fit statistics should sup-
port, namely that the data are consistent with the model. 
Here, again subtle shifts in the inference being supported 
are a starting place for breakdowns. The difference in in-
ferences comes from the fact that any data set is consis-
tent with an infinite number of models (MacCallum et al., 
1993), so the focal inference (i.e., that the model is correct) 
is much stronger than the reasonable inference (i.e., that 
the data are consistent with the model). 

The use of model fit cutoffs fulfills the deductive-        
style reasoning condition    

This practice highlights the deductive-style reasoning 
condition, as the approach of establishing a cutoff takes an 
inherently uncertain situation, where the continuous sta-
tistic denotes varying levels of support for an inference, and 
creates an accept/reject conclusion (i.e., it creates certainty 
from uncertainty by introducing the deductive-style rule 
of ‘if and only if you exceed the threshold, the inference 
is supported’). Note that the use of such cutoffs fits well 
within the institutional framework described by this paper: 
The uncertainty of supporting an inference with a continu-
ous measure is reduced by the broad scale agreement that 
specific cutoffs denote meaningful ranges of values. 
We are not proposing that researchers have a black and 

white view of cutoffs, as we have found most researchers 
are far more nuanced in their understanding when engaged 
in discussion. Further, we note that model fit statistics (and 
most other uses of cutoffs) often propose many levels of 
cutoffs to denote bad, moderate, and good levels of fit, 
which can help to nuance findings. Rather, we propose that, 
within the text of written scientific articles, a deductive-
style reasoning is applied whereby exceeding specific cut-
offs is presented as sufficient evidence for model fit and 
failing to exceed specific minimal cutoffs is taken as suffi-
cient evidence for a lack of fit. Fit statistics falling within 
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Figure 4. The conceptual framework for the use of cutoffs in model fit            

a middle range can be accepted, but only with explicit jus-
tification for the moderate levels of fit or explicitly noting 
moderate fit as a limitation of the paper. See van de Grift 
and colleagues (2019) for what we consider a typical exam-
ple of this sort of argumentation. Note also that this rea-
soning is supported by official APA guidelines (APA Style 
JARS, n.d.). We propose that this deductive-style reasoning 
seeks to minimize the perceived uncertainty of interpreting 
fit statistics by reference to commonly accepted cutoffs. 

The use of model fit cutoffs fulfills the logic of           
confidence condition   

For any given paper, there is often little clear evidence 
that a cutoff validly identifies when the inference is sup-
ported (McNeish & Wolf, 2021). Further, since meeting the 
cutoff value is often the only evidence used to support the 
inference, researchers engaging in this practice never face 
empirical evidence regarding whether meeting the cutoff 
actually provides support for the inference it is purported 
to support (e.g., van de Grift et al., 2019)—the logic of con-
fidence condition is met. 

Discussion of breakdowns when using model fit        
cutoffs  

There is a growing case to be made that this process of 
using cutoffs is fundamentally flawed because simulation-
validated cutoffs become over-generalized to apply to cases 
or problems not tested by the simulation and because spe-
cific test statistics or cutoffs cannot account for all threats 
to the support of key inferences (e.g., Marsh et al., 2004). 
Interestingly, suggested solutions for this problem include 
using simulations to generate direct evidence for the model 
fit inference (or at least the limited inference that the data 

is consistent with the model; i.e., reforming the method to 
add direct evidence; McNeish & Wolf, 2021). This involves 
simulating both (1) data of the same size and type as study 
data that was generated using the model to be tested in or-
der to show that a certain range of values of model-fit sta-
tistics are likely if the model were accurate and (2) data of 
the same size and type of study data with known misspecifi-
cations to show that, if specific misspecifications were pre-
sent, the model-fit statistics would likely take on a different 
range of values. These range of fit values found in simu-
lations for the correct and misspecified simulations condi-
tions provide direct evidence, in the context of a specific 
study, of whether specific ranges of fit-statistic values pro-
vide support for the inference. This solution fits well with 
what our framework would suggest. In fact, even in ideal 
cases, fit statistics are a necessary, but not sufficient condi-
tion to supporting the model fit inference since an infinite 
number of models may provide equivalent fit to any given 
data set (Fried, 2020; Yarkoni, 2020). 

Other Possible Applications of our Framework       

A reviewer suggested that we provide further examples 
of applying our framework to understand research methods 
to help better elucidate the framework. We do this in Table 
1, which is based on methods volunteered by colleagues or 
the reviewer and/or that the authors happened to have re-
cently read about. We chose to retain some methods that 
did not fit perfectly into our framework, as we see our at-
tempt to make sense of methods from the perspective of 
our framework as potentially illuminating. Note that space 
limitations provide restrictions on the level of detail that 
we can provide. 
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Table 1. Interpretations of other methods based on the paper’s framework          

Method 
(reference) Basic Description 

(Hypothesized) Institutionalization process & 
focal inference supported 

Proposed Model-Based 
Factors Notes 

Magnitude 
Based 
Inference 
(MBI; Sainani, 
2018) 

When evaluating the impact of 
an intervention, define areas of 
negative, trivial, and positive 
impacts. Use estimated 
confidence intervals from a 
study to examine how likely it is 
for the intervention to have a 
negative, trivial, or positive 
effect. 

Researchers evaluating interventions with 
moderate sample sizes struggled to interpret 
large, but non-significant results given low 
power and the threat of Type II errors. MBI 
provided an apparently reasonable approach to 
incorporating effect sizes into conclusions. 

Inference: Is the intervention effective? 

Logic of Confidence: No data 
beyond the confidence 
interval appears to be used. 
Deductive Logic: Fixed 
proposed interpretations are 
established based on 
confidence interval levels 
that overlap with the 
boundary between negative 
and trivial effects and the 
boundary between trivial 
and positive effects. 

This approach effectively reparametrizes confidence intervals 
into statements of intervention effectiveness in ways that 
significantly increase false positives. 

Reflective 
Measurement 
(White, 2024) 

Measurement approach where 
items are assumed to share a 
common cause and associated 
statistical models (e.g., factor 
analysis, item-response theory) 
for modelling item scores under 
this assumption 

Researchers struggle to determine if they are 
measuring the intended construct, a necessary 
assumption for many research questions. The 
reflective modelling framework provides 
established procedures for establishing 
measurement of the intended construct. 

Inferences: 

Logic of Confidence: No 
evidence beyond model fit is 
generally provided for these 
inferences. Response 
processes governing how 
item-scores are created are 
generally considered 
independently of reflective 
modelling. 
Deductive Logic: See the 
“Using cutoffs for Model Fit 
Statistics” section, as the 
same principles apply. 

Contradictions inherent in the building of measurement scales 
and the application of reflective measurement models leads to 
questions about the effectiveness of these models in supporting 
inferences (see White, 2024). 

Sample 
standardized 
effect sizes 
(Baguley, 
2009) 

Effects are standardized based 
on sample-level standard 
deviations to facilitate 
interpretations of scores. 

Researchers often measure variables on 
difficult to interpret scales (e.g., survey 
responses) and want to be able to compare 
estimates across studies and populations. Such 
comparisons are difficult due to challenges in 
making sense of measurement scales. This leads 
to standardizing scales, which is believed to 
make effects more comparable. 

Inference: Two parameters are directly 
comparable. 

Logic of Confidence: No 
direct evidence is generated. 
Deductive Logic: 
standardized effects are 
comparable? 

Note that such standardized scores are a function of sample 
standard deviations so may be dependent on sampling 
procedures, which could impact standardized effect sizes by 
impacting sample standard deviations (which are theoretically 
irrelevant to comparisons of parameters). There is a case to be 
made then that sample-standardized effect sizes are not 
inherently more comparable than unstandardized effect sizes. 

Randomization 
in very small 
samples 

Treatment assignment or other 
variables are randomly 
assigned, even in small samples 
that cannot take advantage of 
the equality in expectation that 
results from random sampling 

Researchers are (appropriately) trained that 
randomization is the best way to study causal 
impacts, leading them to use random 
assignment even in cases of very small samples. 
Since random assignment ensures only equal 
groups in expectation, the impact of 

Logic of Confidence: 
Comparisons of group 
characteristics may be 
unreliable in small samples, 
making it hard to use direct 
evidence to determine group 

This method is included to highlight how actual good practices 
that should be encouraged can become less useful when used to 
support inferences that are not well-supported by the method in 
new contexts. In small studies, (matched) randomization should 
be encouraged, but largely because of its impact on reviews and/
or meta-analyses than its impact on results from individual 

1. Measurement of the intended construct has oc-

curred. 

2. Scores/estimates are adjusted for measurement 

error. 

3. Measurements are comparable across groups. 
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Method 
(reference) Basic Description 

(Hypothesized) Institutionalization process & 
focal inference supported 

Proposed Model-Based 
Factors Notes 

randomization is minimal in (very) small studies. 

Inference: Groups being compared are 
equivalent. 

equivalence, especially 
across many variables. 
Deductive Logic: 
Randomization leads to 
unbiased estimates, ignoring 
the probability of this 
statement? 

studies since random errors with greatly trump non-random 
errors. 

Rater 
reliability 
statistics 
(Wilhelm et al., 
2018) 

Calculation of statistics such as 
Cohen’s Kappa to determine 
whether raters agree 
sufficiently on assigned scores. 

Researchers using scores from raters typically 
find that raters agree often, but not always. 
There arises the question of how much 
agreement is enough in order to justify that 
raters are scoring the same construct and 
chance-corrected agreement statistics propose 
to provide answers to this question. 

Inference: Study finding is not rater dependent. 

Logic of Confidence: No data 
other than the statistics are 
provided. 
Deductive Logic: Cut-offs 
are determined to 
collectively decide how much 
agreement is enough, just as 
the cutoff example in the 
paper. 

Note that specific study findings could be more or less robust to 
rater error so rater agreement statistics tend to be a poor source 
of information for the focal inference, but those statistics (when 
calculated to be high) are often viewed as convincing evidence 
for the inference. 

Positionality 
Statements 
(King, 2024) 

Public, explicit reflections by 
researchers about their own 
biases and how these might 
have influenced interpretations 
and conclusions 

Researchers always face the risk of biased or 
motivated reasoning leading them to draw 
biased conclusions. Positionality statements 
are argued to surface internal biases of 
researchers to reduce the influence of this 
motivated reasoning. 

Inference: Conclusions are not driven by 
motivated reasoning of the researcher. 

Logic of Confidence: 
Existence of positionality 
statement reduces bias in 
findings? 
Deductive Logic: 
Positionality statements 
reduce bias by surfacing that 
bias? 

We include this method because we know of several cases 
where peer reviewers asked researchers to draft positionality 
statements after conclusions were made (i.e., after such a 
statement could have helped to reduce biased reasoning), 
suggesting that adherence to institutionalized norms may often 
drive this method rather than the methods affordances. 

Binning 
continuous 
variables (e.g., 
median splits; 
Maxwell & 
Delaney, 
1993) 

Researchers transform 
continuous variables into 
categorical variables in order to 
support interpretation of 
complex models 

The simplicity and clarity of stories told when 
using binned data likely motivates later 
researchers to engage in this practice as they 
work to create a narrative to present results. 

Inference: Unclear, but potentially something 
related to how binning does not impact results 
while simplifying the presentation of results 

Logic of Confidence: 
repeating analyses with an 
without binned data could 
serve as direct evidence for 
an inference that binning has 
no impact on results, but 
results are typically only 
presented binned 
Deductive Logic: not 
generally applicable 

This approach can increase false-positive and/or false-negative 
rates depending on specific details of distributions. 
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Discussion  

We have presented a three-step argument characterizing 
how and why scientific breakdowns occur, or why re-
searchers might have far more faith in scientific claims than 
is deserved. The first step views social science as the prac-
tice of making claims supported by an (implicit) inferen-
tial argument with research methods serving to support the 
inferential argument. Second, we argued that researchers’ 
motivation to reduce the uncertainty of claims, combined 
with the same inferences arising across different studies 
mobilizes forces that lead to the institutionalization of re-
search methods. The third step occurs when institution-
alized research methods come to serve as substitutes for 
building and explicitly supporting inferential arguments. 
On the positive side, this allows researchers to maintain 
collective professional control over the practices that be-
come widespread in their field and those practices ensure 
that researchers use methods that provide strong support 
for the implicit inferential argument. 
However, this creates a risk of breakdowns. The implic-

itness of the inferential argument along with the ambiguity 
in how research methods link to specific parts of the infer-
ential argument can make it difficult for researchers them-
selves, along with readers of research articles and peer re-
viewers, to evaluate both the completeness of the 
inferential argument and its support. This, in turn, can pro-
mote breakdowns as researchers over-estimate the support 
provided for a claim. Note that some part of this risk is in-
herent in the institutionalization process, as substituting 
the evaluation of how research methods are used for the 
evaluation of the inferential argument is driven by efforts 
to minimize the uncertainty in claims (i.e., the key driver of 
institutionalization). Some part of this risk is driven by how 
research methods are defined and used. We argue that two 
characteristics of methods are especially likely to promote 
breakdowns. 
The first is the logic of confidence condition, or when 

research methods provide support for a specific inference 
only through their own internal logic. In this case, break-
downs could conceivably persist forever since the empirical 
evidence that would be needed to identify and correct 
breakdowns is never generated. The second is the deduc-
tive-style reasoning condition, or when research methods 
are built on deductive-style reasoning that takes a conclu-
sion as a fact (i.e., as certain) conditional on establishing 
some premises. Then, the logic of confidence condition en-
sures research methods do not inherently generate the ev-
idence needed to identify breakdowns while the deductive 
logics condition demotivates the active search for evidence 
that could detect and address breakdowns. 
Research methods that meet either of these conditions, 

then, may be more likely to result in breakdowns that per-
sist across time. Further, methods that meet these con-
ditions allow individual researchers to successfully apply 
those methods without being aware of breakdowns in their 
own work. This allows the usage of such methods to persist 
despite critiques in the methodological literature. That is, 

such methods may remain self-perpetuating even after it is 
discovered that they promote breakdowns (e.g., NHST). 
The arguments put forth in this paper provide a broad 

scale critique of how using specific research methods can 
lead to problematic breakdowns in scientific practice. We 
discuss three implications of this framework: viewing of re-
search as an inferential argument, possible changes to re-
search methodology training, and the need to adapt exist-
ing methods or develop new methods that avoid the two key 
conditions. 

Research as an Inferential Argument      

The framework highlights limitations that can manifest 
when evaluating the application of methods substitutes for 
evaluating inferential arguments. These limitations were 
shown in the presented examples. For example, when dis-
cussing NHST, we noted that NHST was designed to support 
the inference that the data is inconsistent with a model 
(one part of which is the Null hypothesis; Wasserstein et al., 
2019), but problematic versions of NHST use NHST to sup-
port the stronger inference that a given parameter is non-
zero in the population. Similarly, the use of model cutoffs 
is used to support the inference that the specified model 
is true, but only supports the simpler inference that the 
data is consistent with the specified model. When inferen-
tial arguments are not laid out explicitly, research meth-
ods can inadvertently be used to support inferences that are 
far stronger than appropriate. That is, statistical reason-
ing (or methods reasoning more broadly) can replace scien-
tific reasoning (Hubbard et al., 2019). This can make it diffi-
cult for researchers themselves, peer reviewers, and readers 
of scientific papers to judge the reasonableness of claims. 
This almost certainly interacts with various cognitive bi-
ases, such as confirmation bias, increasing the likelihood 
that such biases impact reasoning. 
Beyond challenges arising from this subtle shifting of in-

ferences, there is the problem of hidden inferences that do 
not get properly evaluated. For example, in our experience, 
measurement models typically lead to many comments or 
critiques by peer reviewers. However, when single items are 
used as variables, there are rarely comments about those 
items, even though both measurement models and single 
items must support the inference that the obtained score 
represents the intended construct. When evaluating the ap-
plication of methods substitutes for evaluating the strength 
of an inferential argument, inferences not associated di-
rectly with a specific method (e.g., using a single item to 
represent a construct) may get overlooked. Such failure to 
consider all necessary inferences in an inferential argument 
could easily lead to overconfidence in claims being made 
(i.e., breakdowns). In most cases, we believe that this likely 
results from an oversight, but it is not hard to imagine that 
bad actors could leverage this point to avoid appropriate 
scrutiny. 
Based on these expanded points, we recommend making 

claims, inferential arguments, and the connection between 
methods and inferential arguments explicit in scientific 
writing. This would require some shifts in norms for writing 
articles, but would ensure that researchers themselves, as 
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well as peer reviewers and readers, would be able to directly 
evaluate the inferential argument for themselves. This 
would hinder the sort of shifting and obscuring of infer-
ences that were just discussed and are likely to lead to 
breakdowns. 
This would involve some shifts to how researchers de-

scribe their methods. For example, Instead of describing 
the sample, authors would lay out explicitly why they be-
lieve the given conclusions can be made from the given 
sample (e.g., what the sample is representative of). Instead 
of describing measurement tools, authors describe why 
specific measures should be interpreted as capturing the 
target constructs. Instead of describing the analytic models 
used, authors describe how the analytic method supports 
drawing specific conclusions. The point here would be to 
explicitly surface the implicit assumptions and inferences 
necessary to support a claim and to show how each step in 
the research process supported that claim. Note this sug-
gestion is in line with several other recent calls for change, 
including calls to more explicitly justify the generalizability 
of findings (e.g., Simons et al., 2017), calls to be more ex-
plicit about uncertainties in conclusions (“Tell It like It Is,” 
2020; Wasserstein et al., 2019), and calls to avoid over-gen-
eralizing findings (e.g., Robinson et al., 2013). 

Changes in Research Methodology Training      

A second recommendation stemming from this work 
would be a call to improve the teaching of research meth-
ods. Such a call is not new (e.g., Aiken et al., 2008). Beyond 
the call for better and more methods training, our frame-
work would suggest a different style of methods instruc-
tion, one that connects more directly to training in scien-
tific reasoning and how research methods support specific, 
concrete inferences. Over the course of the past few 
months, the first author has taken to asking graduate stu-
dents and colleagues to explicitly state the claims that are 
being made in a paper/presentation and how methodolog-
ical choices allowed them to support those claims. This is 
a very difficult task for many researchers. Reflecting on our 
own methodological training, the reason for this difficulty 
may be that there is often very little emphasis on scientific 
reasoning and how to combine methods to support com-
plex claims (except perhaps in the domain of causal reason-
ing, e.g., Shadish et al., 2002), but methods courses typi-
cally emphasize the proper application and interpretation 
of a specified method. It is, of course, important that re-
searchers learn how to properly apply and interpret meth-
ods. However, being able to properly leverage a wide range 
of appropriate methods to support claims is just as impor-
tant. 
Designing new classes that emphasize building inferen-

tial arguments to support complex claims and how a wide 
range of research methods support such inferential argu-
ments may help avoid breakdowns. Additionally, adapting 
existing classes on specific research methods to empha-
size the specific inferences that methods are used to sup-
port may also help to avoid breakdowns. These shifts in 
methodology training would be facilitated by explicitly cat-
aloguing the set of inferences necessary to support typi-

cal claims. Some examples of such cataloguing exist. For 
example, Cronbach (1982) emphasized the common need 
to generalize from specific units, treatments, observations/
measures, and settings to broader units, treatments, obser-
vations/measures, and settings. Similarly, the classic book 
by Shadish, Cook, and Campbell (2002) catalogues a broad 
set of inferences that are necessary for making causal 
claims. 
While these changes in methods training could help, 

we have emphasized the resilience of some methods that 
promote breakdowns despite knowledge of problems in a 
method, a resilience that is driven by individual re-
searchers’ personal success in applying a method. One way 
to combat this resilience would be to highlight the preva-
lence of breakdowns in specific fields, which, we argued, is a 
driver behind the strong recent efforts to reconsider the use 
of NHST. Individual researchers could work towards this 
goal by selecting highly-cited articles and decomposing the 
implicit inferential argument and the ways that described 
methods appear to support that inferential argument. This 
could, if done well, force specific fields to reevaluate the 
reasonableness of claims and confront researchers with the 
limitations of chosen methods within the context of their 
own (or similar) work. Care must be taken, though, to re-
spect the complexity of trying to build and support infer-
ential arguments and the impossibility of providing strong 
support to every possible inference within an inferential ar-
gument. The goal of such work should not be to embarrass 
individual researchers, but to provide a lens for self-reflec-
tion in a field. 

Adaptation of Existing Methods     

A third takeaway from our framework is the importance 
of adapting existing methods to remove the logic of con-
fidence and/or deductive-style logics, or developing new 
methods that avoid these two conditions. Earlier in this pa-
per, we discussed regression analysis as a positive example 
of an institutionalized method, noting that software and 
routines make it easy to conduct regressions and check re-
gression model assumptions. One important inference sup-
ported by regression analysis is the functional-form in-
ference (i.e., that the functional form of the modelled 
relationship between independent and dependent variables 
is correct). Diagnostic plots of residuals provide direct evi-
dence for this inference, as violations of the inference often 
show up in such plots. However, it is generally not routine 
or expected that such plots are presented within papers nor 
do reviewers, in our experience, expect such plots to be pre-
sented during the peer review process. It is unclear, conse-
quently, how often such diagnostic plots are examined. For 
methods like regression analysis, then, there may simply be 
a need to shift reporting norms, encouraging peer review-
ers and editors to demand direct evidence for inferences to 
be presented, either in papers or appendices. In other cases, 
where no way of presenting direct evidence exists, methods 
may have to be adapted or developed so that direct evidence 
can be provided or deductive logics avoided. Still in other 
cases, there will likely be a need to develop new methods 
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that avoid the logic of confidence and/or deductive logics 
conditions. 

Conclusion  

We have created a theoretical explanation for why break-
downs both occur and can be sustained across time. Break-
downs are likely to occur when the evaluation of how re-
search methods are applied substitutes for the evaluation 
of inferential arguments. They are sustained by research 
methods that rely on (a) logics of confidence that provide 
no empirical validation for important inferences and (b) de-
ductive-style reasoning that leads researchers to be overly 
confident in conclusions. These two conditions allow indi-
vidual researchers to “successfully” use research methods 
without ever becoming aware of breakdowns that exist 
within their own work, which gives research methods a self-
perpetuating momentum that is difficult to combat through 
methodological critiques and criticism. Addressing break-
downs, then, requires being more explicit about claims, in-
ferential arguments, and the ways that methods support 
inferential arguments, as well as adaptations to methods 
to avoid the two identified conditions and training that 
helps researchers to adjust to the shift towards more mak-
ing more explicit inferential arguments. 
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