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ABSTRACT
Within the ethical debate on Machine Learning-driven decision support systems (ML_CDSS), 
notions such as “human in the loop” or “meaningful human control” are often cited as being 
necessary for ethical legitimacy. In addition, ethical principles usually serve as the major point 
of reference in ethical guidance documents, stating that conflicts between principles need to 
be weighed and balanced against each other. Starting from a neo-Kantian viewpoint inspired 
by Onora O'Neill, this article makes a concrete suggestion of how to interpret the role of the 
“human in the loop” and to overcome the perspective of rivaling ethical principles in the 
evaluation of AI in health care. We argue that patients should be perceived as “fellow workers” 
and epistemic partners in the interpretation of ML_CDSS outputs. We further highlight that a 
meaningful process of integrating (rather than weighing and balancing) ethical principles is 
most appropriate in the evaluation of medical AI.

INTRODUCTION

Computerized Clinical Decision Support Systems 
(CDSS) have gained increased importance in health-
care since their first use in the 1980s. According to a 
widely shared definition, CDSS provide “clinicians, 
staff, patients, or other individuals with knowledge 
and person-specific information, intelligently filtered 
or presented at appropriate times, to enhance health 
and health care” (Osheroff et  al. 2007). Progress in 
data science and in the availability of clinical data has 
recently fueled a rapid development and the introduc-
tion of Machine Learning-driven CDSS (ML_CDSS) 
in various clinical workflows (London 2018). Radiology 
(Hwang et  al. 2019), pathology (Kiani et  al. 2020; 
Bulten et  al. 2022) and ophthalmology (Gulshan et  al. 
2016; Ting et  al. 2017) are among the pioneering dis-
ciplines in the introduction of ML_CDSS because they 
deal with large quantities of visual data. But also sur-
gical disciplines (Standiford et  al. 2022), dermatology 
(Esteva et  al. 2017), pediatrics (Liang et  al. 2019) and 
other clinical fields (Neugebauer et  al. 2020; Jia et  al. 
2020) potentially profit from ML_CDSS.

In response to the rapid development of AI-based 
tools, there has been an increased concern with 

regulatory frameworks and responsibility. The legal slo-
gan is that there must always be a “human in the loop” 
when decisions affect important interests. This means 
that crucial decisions must be subject to human control 
instead of being processed fully automatically. Yet it 
remains fundamentally unclear what humans are sup-
posed to be doing in the loop. Regulatory frameworks 
often seem to assume that simply adding a human will 
create the best of both worlds (i.e., machines will do 
what they do best and humans will do what they do 
best), ignoring the wealth of issues that call for new 
kinds of judgment and responsibility mechanisms (cf. 
Crootof, Kaminski, & Price, 2023). Humans can poten-
tially serve a wide range of functions, but good execu-
tion requires clear expectations regarding the kinds of 
reasoning required in the role. This will include expec-
tations of ethical judgment, but how can we get beyond 
abstract hortatory notions in this regard?

In the literature on ethical use of ML_CDSS, there 
is the demand for a “mental model of the range of 
relevant questions and ethical considerations that 
should guide design, evaluation, and implementation 
decisions” (Char et  al. 2020). Usually, the models that 
guide ethical evaluation of ML_CDSS and other AI 
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tools in health care use principles as major reference 
points. The spectrum of principle-based AI guidelines 
has become so rich that the “ethical tableau” of rec-
ommendations is already the subject of review articles. 
Jobin et  al. (2019), for example, show in their compre-
hensive analysis of the global landscape of AI ethics 
guidelines that five ethical principles (transparency, 
justice and fairness, non-maleficence, responsibility 
and privacy) very much dominate the debate. The 
guidelines included in their analysis were not  
restricted to AI as applied in healthcare but aimed to 
provide ethical guidance on AI more generally. To an 
extent, however, theprinciples identified in this sample 
mirror principles traditionally used in the bioethical 
domain. Nevertheless, they also differ significantly, for 
example with respect to the importance of autonomy 
(Beauchamp and Childress 2019). According to Jobin 
et  al.’s analysis autonomy—at least quantitatively—does 
not seem to have the same prominence in AI ethics 
guidelines as it traditionally has in bioethics frame-
works. Consequently, there is a vivid and ongoing sci-
entific debate on the selection of appropriate principles 
for the ethical evaluation of AI in healthcare. In par-
ticular, the status of explicability as an epistemic or 
normative guidance remains contested (Ursin et  al. 
2022; Adams 2023; Floridi and Cowls 2022). This arti-
cle will connect to the ongoing debates on 
principle-based approaches to AI ethics but take it in 
two novel directions.

First, it will not be occupied with the selection of 
an appropriate set of ethical principles nor with the 
differences between AI ethics and general medical 
ethics. Instead—and as a critical corrective to the 
currently ongoing debates on the ethics of AI in 
healthcare—this article takes one step back and con-
siders the preconditions of responsible reasoning and 
judgment in further detail. While it has been com-
mon to think of principles for ethical AI as primarily 
pertinent to the design stage, we argue that the prin-
ciples also apply to the conditions of responsible 
clinical reasoning. They do so partly in the sense 
that clinicians must implicitly or explicitly vouch for 
the tools they use and thereby the normative tradeoffs 
involved. But clinicians can also be active in shaping 
the tools themselves. Humans in the clinical stage 
should not simply be “in the loop” in the sense of 
mere recipients at a one-way conveyor belt. Rather, 
when supported by institutional processes they may 
continually form judgments that can feed back into 
the loop.

Second, whereas the debate on ML_CDSS to date 
has captured several important points of concern, 
there has been tendency to focus exclusively on the 

physician aspect. Patients are often referred to in 
light of their individual values and preferences that 
need to be incorporated in AI-driven clinical 
decision-making (McDougall 2019). Beyond express-
ing their values and preferences, the role of patients 
is usually depicted as restricted to highly specific 
tasks, such as being “co-managers” of the clinical data 
that is used by ML_CDSS (Braun et  al. 2021). In 
response, we aim to revive a more foundational 
account of co-reasoning and integrative judgment, 
where patients are more fully recognized as epistemic 
agents in their own right. This can facilitate a new 
and systematic appreciation of an ethically legitimate 
clinical deployment of AI in health care, but it can 
also contribute to the detection and diagnosis of 
“moral dangers” associated with such technologies.

THE ETHICS OF CDSS

In parallel to (or at least in the early aftermath of) 
the technological progress in automated clinical deci-
sion support, the debate on the promises and pitfalls 
of the development and clinical use of such systems 
is already in full swing. The potential pitfalls identi-
fied relate to, among other things, the context of 
patient safety, the fragmentation of clinical workflows, 
negative impact on user skills (“de-skilling” of physi-
cians) or lack of interoperability (Sutton et  al. 2020). 
Empirical research indicates that health care profes-
sionals’ perspectives on such systems vary but loss of 
professional autonomy and difficulties integrating AI 
in clinical workflows are the most dominant concerns 
(Lambert et  al. 2023). From an ethical perspective, 
epistemic issues (e.g. misguided or inconclusive evi-
dence) need to be considered together with norma-
tive aspects (e.g. unfair outcomes) and problems of 
traceability (e.g. explainability) of the CDSS function-
ing and concrete recommendations (Morley et  al. 
2020). Other debates refer to the impact of the use of 
CDSS on patient autonomy, for example, when debat-
ing “computer paternalism” (McDougall 2019) or dis-
cussing whether patients have a right to refuse 
ML-driven diagnostics and treatment (Ploug and 
Holm 2020a).

How far automated support truly contributes to 
its aim of enhancing the quality of health care 
depends greatly on the systems’ concrete use in 
practice and—more explicitly—on the integration of 
the automated recommendation into physicians’ 
clinical judgment. Various modes of interaction with 
ML_CDSS have been distinguished in the literature. 
According to Braun et  al. (2021, 2), “conventional” 
systems deliver a “statement for consideration” to 
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the physician based on patient data as input. 
“Integrative” systems, by contrast, request and gather 
patient data autonomously, present it to the physi-
cian and document it in the electronic health 
records. As a last step, “fully automated” ML_CDSS 
not only supplement professionals’ decision-making 
but alter the decision authority. Fully automated 
ML_CDSS, thus, do not merely augment physicians’ 
decision-making but replace human reasoning, to a 
certain extent. How far a partial replacement of 
physicians might be realistic and desirable is subject 
to debate: some authors hold that ML_CDSS could 
replace human doctors in certain tasks, for example, 
in providing additional diagnostic services (Kempt 
and Nagel 2022). Some even suggest that in time 
machine intelligence will be sufficiently sophisti-
cated regarding ethical reasoning and that it may 
“replace human ethical decision-making in certain 
settings” (Meier et  al. 2022, 17, emphasis in origi-
nal). Others are more skeptical even regarding 
ostensibly non-ethical issues and argue that the 
development and implementation of ML_CDSS 
should always target physician support rather than 
replacement (Taylor-Phillips and Freeman 2022).

The great interest in human-machine comparison 
is also mirrored in the theoretical and ethical debates 
on ML_CDSS that, for example, analyze situations of 
“peer disagreement”, where the automated suggestion 
deviates from physicians’ own clinical judgment. 
Grote and Berens (2020) point to the fact that the 
deployment of ML_CDSS might shift the epistemic 
authority and evidentiary norms for medical diagno-
sis. They argue that physicians’ normative justifica-
tion for their clinical decision-making might become 
blurred against this background. Other authors con-
vincingly argue that, from a methodological and 
research standpoint, studies on the concordance 
between physicians’ judgment and automated sugges-
tions cannot provide evidence for the system’s posi-
tive effect on the quality of health care (Tupasela and 
Di Nucci 2020).

The relationship between “intelligent” CDSS and 
physicians is often depicted in a way that implicitly 
builds on a “competitive” picture of human-machine 
interaction. This competitive understanding is mir-
rored, for example, in comparative studies assessing 
the performance of human and computers in diag-
nostic and therapeutic tasks that have become vast 
and manifold in recent years. Such “outperforming 
studies”, for example, address the diagnostic precision 
(often: specificity and sensitivity) in the evaluation of 
images, for example, of skin lesions (Esteva et  al. 
2017; Brinker et  al. 2019), electrocardiograms 

(Hannun et  al. 2019) or retinographies (Asiri et  al. 
2019). A systematic review and meta-analysis of 82 
comparative studies with physicians and deep learn-
ing models in the assessment of medical images 
found the diagnostic performance of such models to 
be widely equivalent to that of health-care profession-
als (Liu et  al. 2019). Even if methodological details of 
such research and its “ecological validity” demand 
further scrutiny, the mere fact of the multitude of 
such empirical studies is remarkable and sheds light 
on the prospective development of the field.

In legal analyses, by contrast, the competition 
between humans and machines is usually of less 
interest, but cooperative forms of interaction are 
explored. Concepts such as “meaningful human con-
trol” (Braun et  al. 2021) or “effective human over-
sight” (Haselager et  al. 2023) serve as key ideas—not 
only in the health-care domain—signifying that the 
control of the decisive steps lies with the human 
agent and is not fully left to machines. This does not 
necessarily mean a physical control of each step of 
the execution of tasks, but could also refer to the 
introduction of regulatory frameworks ensuring that 
the human agent can overrule and control the 
machine at important tipping points. The demand to 
have a human involved at the relevant steps can also 
be understood against the background of Article 22 
of the EU General Data Protection Regulation stat-
ing that automated individual decision-making must 
not be performed based solely on automated pro-
cessing in procedures that significantly affect the 
individual.

Appeals to the “human in the loop” as the final 
arbiter are intuitively plausible, especially in light of 
high-risk applications in health care. As noted, how-
ever, the “human factor” here remains thoroughly 
vague—particularly as comparative studies show that 
“intelligent” machines outperform physicians in cer-
tain isolated clinical tasks. Beyond this, it is unclear 
which humans need to be in control. A recent review 
notes that clinicians are most frequently mentioned, 
but that patients are also sometimes referred to with 
a particular emphasis on conditions for exercising 
informed consent (Hille et  al. 2023). But perhaps 
being “in the loop” calls for more active involvement 
of patients as co-reasoners rather than mere consenters?

We believe that a closer look at the ethical frame-
works that have been proposed for AI in healthcare 
reveals a need for reconceptualizing both the patient 
role and the meaning of moral clinical judgment. In 
the next section, we clarify the current mismatch 
between ethical frameworks and conceptions of moral 
reasoning.
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PRINCIPLES FOR THE ETHICAL EVALUATION OF 
AI IN HEALTHCARE

The field of “ethical AI” is dominated by lists of prin-
ciples that are relevant to the field. On the one hand, 
the pervasiveness of such lists is unsurprising. In line 
with the longstanding tradition of “principlism” and 
the dominance of principle-based accounts in bioeth-
ics, a natural step for “ethical AI” is articulate its own 
canonical lists tailored to its distinct problems. The 
AI4People’s Ethical Framework, for example, presents a 
synthesis of five ethical principles (Beneficence, 
Non-Maleficence, Autonomy, Justice, Explicability) 
that should guide AI development and adoption 
(Floridi et  al. 2018). Explicability, in this account, is 
understood as a synthesis of (epistemological) intelli-
gibility and (ethical) accountability and complements 
and enables the other four principles.

On the other hand, documents that promote prin-
ciples have not been uncontroversial. For example, 
there is fear of “ethics washing” if private companies 
set up ethics codes and initiatives with limited practi-
cal impact which, however, might prevent policy mak-
ers from pursuing adequate legal regulation. Moreover, 
bioethicists have drawn attention to the fundamentally 
different character of the medical profession compared 
to AI development (Véliz 2019; Seger 2022). Brent 
Mittelstadt (2019) highlights four features of medicine 
that are lacking or appear in a different guise in AI 
development (common aim and fiduciary duties, pro-
fessional history and norms, methods to translate 
principles into practice and legal and professional 
mechanisms of accountability). This divergence makes 
it unlikely that a principle-based approach will be sat-
isfactory. As potential remedies Mittelstadt suggests, 
inter alia, to clearly define sustainable pathways to 
impact and to understand ethics rather as a process 
than as a technological issue.

While this institutional and procedural critique of 
principle-based accounts is important, it must be com-
plemented by a more foundational conception of respon-
sible reasoning with principles. While principle-based 
frameworks articulate domains where we need responsi-
ble decision-making, it is unclear how the various 
domains are supposed to relate to each other and form 
a coherent framework of reasoning. Typically, the frame-
works speak of the need to “weigh” or “balance” princi-
ples against each other. The mentioned AI4People’s 
Ethical Framework highlights the task of weighing effi-
cacy against control over decision-making (Floridi et  al. 
2018). And as we will discuss in more detail below, there 
is also sometimes talk of balancing accuracy against 
explainability when it comes to the clinical use of AI.

Naturally, the notions of “weight” and “balance” are 
metaphorical, shorthand for saying that reasons of a 
particular kind are especially salient in the relevant 
context. However, the metaphors do not say anything 
substantive about the kind of reasoning needed (Rawls 
2020, 30; Richardson 2000). Standard theoretical 
accounts claim that balancing is a matter of “practical 
wisdom” and an associated set of virtues such as “prac-
tical astuteness, discriminating intelligence, and sympa-
thetic responsiveness” (Beauchamp and Childress 2019, 
22). In short, there is a need for good judgment. But 
pointing out this does not in and of itself provide 
guidance. Hence, the clinical setting is provided with a 
batch of complex ethical tasks, but not adequate con-
ceptual tools for discharging them. Is there anything 
substantive yet sufficiently general to be said about 
reasoning and applying the principles of ethical AI and 
thereby ensuring responsible use of ML_CDSS?

In the upcoming sections, we argue that the two 
shortcomings identified have a common source. Both 
the lack of clarity about what humans are doing “in 
the loop” and the lack of substantive guidance on how 
to reason with principles are in part due to the 
absence of an account of how principles can be inte-
grated through co-reasoning. Our response is not to 
provide a blueprint for meaningful control and a rec-
ipe for weighing principles. Instead, we offer a con-
ceptual reorientation toward new ideals.

As already indicated, our approach is committed to 
what is sometimes called the “collaborative” approach 
to AI ethics in medicine, which emphasizes that AI 
principles need to be operationalized through mutual 
engagement between clinicians and designers. According 
to this approach, frameworks for ethical AI are not just 
for designers but also for clinicians. Hence, a core idea 
is that clinicians need to reason with AI principles as 
well as with the traditional bioethical principles. Often, 
this will take the form of mutual explanation of needs, 
potentials and problems: “Medical doctors could com-
municate to designers what levels of accuracy are 
needed for specific tasks and the tradeoffs between 
principles and standards in real-time decision-making, 
for instance between accuracy and urgency in emer-
gency situations” (Gundersen & Bærøe, 2022, p. 11). 
However, as we will argue below, the collaborative 
model may work best when patients are also included 
in the loop of co-reasoning across domains of expertise.

A Neo-Kantian Framework

Although principlism and similar approaches are often 
described as a “mid-level theories” that are consistent 
with different foundational starting points, there is a 
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tendency for underlying theoretical commitments to 
affect first-order judgment. In this article, we build on 
the work of Onora O'Neill. She has of course been an 
influential and direct contributor to many topics of 
bioethics. However, our approach is to draw on her 
more foundational work on reasoning and judgment. 
In particular, our argument is that her exposition of 
the Kantian ideas of reasoners as “fellow workers” and 
of judgment as a matter of integration can shed light 
on the challenges of ethically responsible use of 
ML_CDSS.

It is worth noting that O'Neill’s (1989, 82) work is 
neo-Kantian in the sense that her ambition “goes far 
beyond a concern with reading Kant accurately”. It is 
primarily concerned with expounding valid normative 
perspectives. We could perhaps say the same of our 
reading of O’Neill: we are not primarily concerned 
with interpreting what she would say about the case 
at hand herself, but rather with the conceptual tools 
her work has delivered for dealing with ethical AI. In 
particular, by reviving and conciliating two separate 
strands of her work—co-reasoning and integration—
we aim to show that her neo-Kantian framework 
delivers important ways to think about ethical clinical 
reasoning with ML_CDSS.

While our approach takes the form of applying 
ideas from O'Neill to the case of ML_CDSS, we should 
add that the resulting framework may have much 
broader application. A neo-Kantian perspective on 
“humans in the loop” regarding this technology can 
shed light on more general ethical concerns regarding 
respectful medical interaction. Current debates on, for 
example, the informational tasks of regulatory bodies 
(e.g., Svirsky, Howard, & Berman, 2022) presuppose 
some notion of how clinicians should integrate exter-
nal advice into the clinical context. Similarly, debates 
on “patient expertise” (e.g., Watson, 2024) presuppose 
a conception how doctors should interact with patients 
as co-reasoners. While a neo-Kantian framework does 
not deliver any ready-made solutions for such debates, 
it nevertheless highlights modes of reasoning that 
apply to them. In other words, the idea of operation-
alizing principles for ethical use of ML_CDSS through 
the concepts of co-reasoning and integration can be 
considered an illustration of a conceptual framework 
that has broader ramifications.

A) Co-Reasoning: The Tasks of “Fellow Workers”

AI guidelines for the medical context are seldom 
addressed directly to patients as active epistemic sub-
jects, they mostly concern the tasks of clinicians. In a 
rare exception, however, the American Medical 

Association’s (2023) statement on “Augmented 
Intelligence in Health Care” encourages “education for 
patients, physicians, medical students, other health 
care professionals, and health administrators to pro-
mote greater understanding of the promise and limita-
tions of health care AI.” There are two ways of 
interpreting this. One is that patients are included on 
this list merely as a way of becoming more aware of 
their own preferences and opportunities. This is argu-
ably the sense intended by the drafters. A more ambi-
tious interpretation, however, is that patients are to be 
included as epistemic participants in the quest for eth-
ical AI. We will argue that the second interpretation 
fits with the challenges posed by ML_CDSS, even 
though this may diverge from the conceptions that 
underlie current normative frameworks.

By way of establishing this, the first strand of 
O'Neill’s (1989) work that we draw on is her notion 
of a “political” conception of reason, which connects 
reasoning to specific attitudes toward other epistemic 
subjects. It is political in the sense that it is likened 
by Kant to a process of obtaining agreement among 
“free citizens” (Kant 1998, 643). O’Neill frames the 
political reading by paying attention to how Kant’s 
imagery circles around metaphors like “lawgiver” 
without “dictatorial authority,” reason as a reflexive 
“tribunal,” and not least social and egalitarian meta-
phors like “fellow workers.”

Against this background, she notes that “the 
Kantian vindication of reason presupposes plurality- 
without-preestablished-harmony” (O'Neill 2015, 13). 
In this picture, reasoning is about openness to contes-
tation and acceptance of valid claims. It is the  
opposite of one-sided power, where claims are backed 
by force rather than reasons: “Only those who try to 
think from the standpoint of everyone else and strive 
to listen to and interpret others and to see the point 
of their contributions are genuinely aiming to be ‘fel-
low workers’ and to avoid maxims to which others 
cannot agree” (O'Neill 1989, 26).

The idea that reasoning depends on attitudes 
toward “fellow workers” finds resonance in more 
recent literature that highlights the positive epistemic 
role of patients. For example, the “partnership model” 
sees patients as having a constructive role to play in 
supporting the reasoning of physicians. Patients can 
help physicians avoid narrow or simplistic reasoning 
by being attentive and asking questions (i.e., acting as 
co-reasoners). As physician and writer Jerome 
Groopman describes it: “a few pertinent and focused 
questions [can] protect me from the cascade of cogni-
tive pitfalls that cause misguided care” (Groopman 
2008, 268).
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Importantly, this ideal goes beyond conceptions of 
Shared Decision-Making. Shared Decision-Making is 
an approach of physicians and patients making deci-
sions together while using the best available evidence 
(Elwyn et  al. 2010). This approach emphasizes 
“empowering” patients (Emanuel and Emanuel 1992, 
2222) or enabling them to communicate informed 
“preferences” regarding screening, management, or 
treatment options (Elwyn et  al. 2010, 971). The notion 
of “empowering” suggests an epistemic asymmetry 
where the clinician’s task is to promote patients to 
become sufficiently responsible agents. Similarly, the 
notion of communicating “preferences” lacks connota-
tions of patients as sources of valid cognitive claims. 
Naturally, empowerment of informed preference com-
munication is an important task with regards to clin-
ical decision making. And we are not wishing away 
inevitable asymmetries in knowledge. Nevertheless, we 
believe the rise of ML_CDSS requires a revival of the 
partnership model at a more foundational level. 
Patients are not only to be empowered by clinicians, 
they should also empower them in return.

Importantly, the status of patients as epistemic 
partners does not necessarily rely on them bringing in 
significant medical expertise. Rather, their epistemic 
potential lies in playing a discursive role, asking ques-
tions and testing their own understanding. The push 
to articulate reasons can make reliance on ML_CDSS 
more reflective and responsible. The epistemic mech-
anism at work here is familiar from accountability 
studies, where it has been shown that agents who 
know they have to provide reasons—but do not know 
the exact kinds of reasons—engage in more reflective 
and balanced reasoning (Bovens and Schillemans 
2014, 678-679).

How does this translate to the clinical setting and 
the use of ML_CDSS? A clear example is the preva-
lence of “automation bias.” It has been documented 
that clinicians often substitute their own judgment 
with CDSS recommendations—even in cases where 
their original judgment is superior (Goddard et  al. 
2012). Interventions that have either increased user 
accountability or provided doctors with information 
about automation bias have had little success in coun-
teracting this (Lyell & Coiera, 2017 p. 430). 
Experiments where clinicians experience failures of 
automated systems (e.g., misdiagnosis) lead to some 
reduction of automation bias, but this tends to be 
confined to the specific kind of medical recommenda-
tion in question (Bahner, et al, 2008, p. 697). By con-
trast, bringing patients in as “fellow workers” 
introduces a social and dialogical dimension that 
potentially exerts a different and more dynamic kind 

of pressure. By encouraging patients to take active 
part in a process of reasoning, doctors need to artic-
ulate reasons to support their reliance on automated 
decisions. This may not be realistic in certain con-
texts, givent that doctors can lack access to sufficient 
information through the interface. But such issues are 
receiving more attention, for example with suggestions 
that interfaces should support independent verification 
by providing relevant data side-by-side with decision 
support (Lyell & Coiera, 2017, p. 430). It is unlikely 
that the mere presence of such information will suffi-
ciently counteract automation bias, given the lack of 
success with other informational interventions. But 
combining this interface feature with an institutional-
ized expectation that patients should be actively 
involved in the reasoning process would provide an 
important additional incentive for doctors to consult 
their own professional judgment and to articulate an 
independent justification.

A second type of example concerns the role of 
patients as co-reasoners regarding the role and poten-
tial of ML_CDSS. Consider Rosalind McDougall’s 
notion of AI systems as “discussion prompts”: 
“Well-designed AI systems could be used as a tool to 
prompt doctors and patients to discuss treatment 
goals and articulate the patient’s values relevant to the 
decision at hand” (Zhou 2019, 158) The key concept 
here is “well-designed,” because it points to an area 
where clinicians and patients almost literally need to 
become “fellow workers.” Effective contestability (as 
explicability might be described from a patient’s per-
spective, cf. Ploug & Holm 2020b) clearly contributes 
to enhancing the patient’s opportunities for critically 
assessing an AI system’s quality and usefulness for 
their own clinical situation. It can be anticipated, 
however, that such high demands toward information 
on, e.g., use of data, potential biases and system per-
formance might not be consistently available in a 
form that is accessible to each individual patient.

For the systems to be clinically meaningful and 
effective, both clinicians and patients need to provide 
feedback to designers. This might especially hold for 
AI that is applied in the immediate clinical encounter 
but likewise in disciplines such as radiology or 
pathology where we see some chance that feedback is 
provided by both physicians and patients, e.g. about 
their ways of dealing with inconclusive or uncertain 
diagnostic outcomes. The notion that the clinical 
context should stand in a collaborative relationship 
with design of AI tools reflects much actual practice, 
as both academic institutions and industry rely on 
feedback from medical expertise (Gundersen & 
Bærøe, 2022, p. 10).
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However, in many cases, the notion of medical 
expertise that informs this collaborative process 
should be rooted in co-reasoning between clinician 
and patient. That is, neither clinicians nor patients 
can assess whether a tool is well-designed without 
some joint understanding of what the clinical process 
needs. Consider this quote from a study that shows 
practitioners’ reflections when user-testing a tool for 
Shared Decision-Making that is linked to evidence 
summaries: “Clinician: I am not quite convinced that 
‘uncertainty’ is a concept that patients can grasp or 
that the way it is presented in the tool is all that 
helpful” (Heen et  al. 2021, 8). Clearly, this is a kind 
of statement that would benefit from engagement 
with patients as epistemic resources in their own 
right. The clinician claims that patients cannot grasp 
the concept of “uncertainty,” which is a factual state-
ment that can be tested through discussion with the 
relevant patient group.

The founding principle at work here is not 
anti-paternalism or empowerment of patients as such 
(although it speaks to these concerns). Rather, it is the 
neo-Kantian idea of reasoning as an inherently politi-
cal or social enterprise. As noted, the notion of a “fel-
low worker” is an epistemic ideal—with moral 
implications—that involves striving “to listen to and 
interpret others and to see the point of their contri-
butions” (O'Neill 1989, 26). It is not primarily a mat-
ter of registering desires or preferences, but of being 
responsive to valid considerations concerning what the 
situation demands.

Although we have noted that this does not rely on 
patients bringing in significant medical expertise, it 
is worth highlighting that the framework also  
lends support to recent accounts that emphasize 
seeking out patient “testimony” as a counterweight to 
AI-generated recommendations (McCradden et  al. 
2023; Slack and Barclay 2023). A key claim in these 
accounts is that patients are knowers in a medically 
relevant sense and that doctors commit a kind of 
“epistemic injustice” (Fricker 2007) when they fail to 
respect patients’ status as knowers. The notion of tes-
timony refers to claims to epistemic validity as 
opposed mere preferences, as per the partnership 
model’s ambition of treating patients as “fellow work-
ers” in an epistemic sense. In line with this, the idea 
of patients as co-reasoners helps illuminate the dan-
gers of epistemic injustice that are potentially trig-
gered by ML_CDSS. Clinicians faced with a decision 
of believing either their patient or automated outputs 
provide paradigm illustrations. Prediction Drug 
Monitoring Programmes (PDMP), for example, pre-
dict a patient’s risk of misusing opioids but come 

along with the risk that patients are misjudged and 
denied helpful (e.g. analgesic) treatment. PDMPs 
might relativize patients’ status as knowers and exac-
erbate preexisting social inequalities (Pozzi 2023). 
Similarly, in psychiatry there is potential for certain 
AI tools to be used in ways where inferences from 
digital data undermine patients’ status as knowers 
about their psychological states in a clinically rele-
vant sense (McCradden et  al. 2023; Slack and Barclay 
2023). Considering the patient as a “fellow worker” 
in the interpretation of computerized outputs might 
prevent clinicians from unjustly undermining the 
patient’s credibility due to diverging suggestions from 
automated decision-support.

So far, we have argued that ML_CDSS triggers rea-
sons for rejuvenating a partnership model of clinical 
reasoning, because patients can play genuine epistemic 
roles in avoiding dangers such as automation bias and 
in providing feedback on how systems should be 
designed. However, we now want to argue a further 
claim: patients should play a role in exercising the 
practical judgment that enacts the principles of 
ethical AI.

B) Integration: Connecting the Principles of 
Ethical AI

The sets of ethical principles that have been devel-
oped for ethical AI in guidelines do not come as a 
puzzle where all the pieces fit immediately and intu-
itively together. Instead, they contain tensions and 
the need for continued evaluative judgment. Even if 
some may have an incentive to make them appear 
as a plain and transparent structure, Mittelstadt 
(2019) argues that we should “hesitate to celebrate 
consensus around high-level principles that hide 
deep political and normative disagreement.” This 
resonates with reviews of AI guidelines that high-
light pervasive “uncertainty as to which ethical prin-
ciples should be prioritized and how conflicts 
between ethical principles should be resolved” (Jobin 
et  al. 2019, 396). However, the uncertainty does not 
simply concern how to resolve particular tensions, it 
is a more general uncertainty regarding how to rea-
son about conflicts. Talk of “balancing” or the need 
for “practical wisdom” are ways of delineating the 
need for judgment, but not ways of supplying sub-
stantive standards.

Consider again the claim that principles such as 
efficiency or accuracy may “outweigh” considerations 
of human control in the domain of AI-based tools 
(e.g., London 2019; AI4People 2020, 18-19). By what 
measure do we decide that efficiency is more 
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important than control? As O'Neill puts it: “There is 
no metric for balancing or trading-off different types 
of norms” (O'Neill, 2018, p. 84). Her alternative 
neo-Kantian conception of judgment emphasizes the 
task of integration: “Practical judgment is an aspect of 
practical reasoning because it aims to integrate rather 
than to prioritize or trade off a plurality of norms” 
(O'Neill 2018, 84).

The need for an account of judgment that high-
lights integration is in part due to the nature of prin-
ciples. When they appear in ethical codes or other 
statements of professional associations, principles take 
the form of abstract and general considerations. While 
rules usually instruct some specific kind of action, 
principles appeal to considerations that should be part 
of complex assessments. Typically, this makes talk of 
principles being “outweighed” or “defeated” exagger-
ated or misplaced. The standard case is one of agents 
having to satisfy a multitude of principles at once. 
Maximizing one principle and downgrading others is 
likely to be blameworthy in the medical context: 
“Great success in seeking patients’ informed consent 
does not compensate for providing them with sub-
standard care” (O'Neill 2018, 190–191). Of course, an 
urgent operation on an unconscious patient makes the 
principle of informed consent less salient than princi-
ples of beneficence, but in such cases the work of 
judgment is not really a matter of “balancing” but of 
recognizing the limits of informed consent. It is not as 
if informed consent suddenly loses normative signifi-
cance qua principle, but rather that the consequences 
and concerns that the principle protects are not pres-
ent in the standard way.

The already noted debate on explainability versus 
accuracy provides a clear example of why this is 
important with regards to ML_CDSS. It is often 
argued that tradeoffs need to be made between 
explainability and clinical validity or—in general—the 
performance of a ML_CDSS (Amann et  al. 2020). 
Moreover, some empirical research is framed as 
demonstrating that patients “value explainability of 
AI systems in healthcare less than in non-healthcare 
domains and less than often assumed by profession-
als, especially when weighed against system accuracy” 
(van der Veer et  al. 2021). However, this framing, 
and the ethical conclusions that downgrade explain-
ability, presuppose that it is a static notion, having a 
fixed meaning in all practical domains (e.g., giving an 
account of causal factors identified in diagnostic 
claims).

By contrast, O'Neill’s (1989, 229) suggestion is that 
we treat principles as more dynamic and context- 
dependent phenomena: “[T]he exact demands of 

justice must vary with circumstances. For example, 
what constitutes coercion will depend on the vulner-
ability of those who would be victimized. Activity 
that might be normal bargaining or negotiating pro-
cedure in interaction with an equal may coerce the 
vulnerable.” Arguably, we could say the same about 
explainability (cf. Zhou & Danks, 2020). What con-
stitutes explainability will depend not only on the 
system properties of ML_CDSS, but also on the 
addressee of the explanation. It may count as a sub-
stantial explanation for a patient to learn, for exam-
ple, that the diagnosis was aided by system that 
detects patterns in data, that data is classified by 
experts before being fed into the system, or that cer-
tain features are weighted by designers to avoid false 
negatives or positives. Such rudimentary features can 
be enough to establish trust, which is the success 
condition of explanations in this context. In other 
words, although patients neither want nor need a 
detailed causal account of how the AI derived its 
conclusions, that does not mean explainability loses 
its importance. The normative effect is a change of 
meaning rather than weight. Note, however, that 
such explanations are not devoid of causal accounts, 
although they refer to mechanisms that are external 
to the first-order diagnostic assessment of data.

But how can we get this account to say something 
substantive beyond merely pointing to the context- 
dependent nature of integration? Integration, as an 
alternative to balancing, is at its core a matter of using 
principles as mutually supporting elements of judg-
ment. That is, the operative meaning of principles is 
discovered by interpreting them in light of each other. 
For example, the demands of explainability can help 
define the demands of accuracy, and further principles 
like efficiency or informed consent. This process of 
specifying principles by seeing them as mutually con-
straining is nicely illustrated by O'Neill (2018, 23): 
“Just as equations can often be solved only when we 
know a sufficient number of constraints, so questions 
about how to act are often resolved only by taking 
account of a number of constraints.” However, should 
this process of determining constraints also be a pro-
cess of co-reasoning?

Yes, there is no way of identifying the relevant 
constraints without listening to and interpreting the 
standpoints of patients. Hence, it is helpful to bring 
the two strands of O’Neill’s neo-Kantian approach 
together. Sound integration of principles is not exclu-
sively a matter of individual clinical judgment, but 
rather a joint process of establishing the demands of 
the situation. Again, co-reasoning is not primarily 
about the patient being empowered to express 
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reasoned preferences or desires. Rather, qua fellow 
workers, patients are in epistemic partnership with 
the doctor, which entails a joint commitment toward 
practicing good judgment. With regards to principles 
such as explainability, patients provide constructive 
input concerning the appropriate ethical meaning and 
its place in a broader network of principles.

This is not to imply that the process of integration 
always results in a complete resolution of value con-
flicts. Doctors, patients, managers or other stakehold-
ers may have views that resist unification, for example 
if the potential for efficiency and reliability with the 
help of ML_CDSS is deemed by doctors and manag-
ers to warrant forms of decision-making that are 
opaque to patients and thereby constitute a genuine 
cost to patient empowerement. Although such dilem-
mas may have a resolution from an abstract vantage 
point, real-life decisions come with tradeoffs that are 
subject reasonable disagreement. While we have sim-
plified the discussion by framing it as a matter of 
individual doctors reasoning with individual patients, 
responsible case-speficic reasoning should track 
reason-giving procedures at higher levels that provide 
legitimacy to value tradeoffs. In this regard, our 
approach is in line with versions of AI deployment 
ethics that emphasize having representative bodies at 
the institutional level that ensure both voice and  
quality: “decisions about whether and how to deploy 
advanced technology in medical institutions should be 
the outcome of a deliberative process among diverse 
stakeholders that include patient groups and/or their 
advocates, healthcare workers, and administrators” 
(Palmer & Schwan, 2024, p. 126). These representative 
processes cannot fully preempt the need for judgment 
in concrete cases, but they can provide ways of rea-
soning that are anchored in good-faith attempts to 
treat medicine as an enterprise of different kinds of 
“fellow workers.”

Objections

As a way of further clarifying our framework, we will 
attempt to respond to some anticipated objections. An 
obvious objection is that this is too ambitious. Can we 
really expect clinicians and patients to act together as 
co-reasoners, not least as there are number of patients 
whose capacity to self-determination is limited for 
various reasons? We have two responses to this. First, 
our approach above draws on a range of empirical 
examples where the co-reasoning approach is at least 
incipiently at work or where failures are related to 
inadequate processes of co-reasoning. Hence, we see 
this framework as a normative reconstruction of 

principles at work in AI-based medical practice rather 
than a top-down imperative based on ideal theory. 
Second, like the other principles, the principle of 
co-reasoning should be interpreted in a way that can 
be integrated with a range of further concerns, such 
as efficiency, accuracy, and more. In other words, the 
demandingness objection is already anticipated by the 
holistic methodological approach.

A second objection is that our framework is too 
vague. What does co-reasoning actually demand? 
Although we have referred to a range of examples that 
indicate what this implies more concretely, we want to 
acknowledge that the framework is deliberately vague 
in certain regards. It is vague with regards to how this 
should be implemented institutionally because this 
will depend on context-sensitive issues such as the 
stage of clinical consultation (e.g., screening or treat-
ment options), nature of treatment (e.g., preparatory 
surgery, medication program), the patient group 
affected (e.g., children, cognitively incapacitated), and 
so on. Some contexts may call for generic checklists 
for clinical consultations, other contexts require that 
the demands co-reasoning influence the design of 
ML_CDSS, yet other contexts may need further mech-
anisms such as inter-professional procedures or patient 
educational programs.

A third objections is that we are placing too much 
responsibility on the patient. We believe this is an 
especially important objection to address because it 
prompts us to clarify how this is a framework for 
epistemic practices rather than individual liabilities. 
Promoting the patient to co-reasoner as opposed to 
mere source of preferences does not imply adding to 
patients’ liability for process or outcome. When we 
speak of “partnership” or “co-ownership” of process, 
the concern is to create epistemically sound and 
non-alienating processes, it is not about establishing 
patient accountability. As Gary Watson (1996) has 
expounded with great clarity, being addressed as 
answerable is distinct from being held accountable. 
The former is to be addressed as a person capable of 
responding to reasons and reflecting on claims and 
commitments, the latter is about being the appropriate 
subject of sanctions or other consequences when deci-
sions fail to meet established standards. The frame-
work of co-reasoning about issues involving ML_CDSS 
does not aim to add further to patient liabilities or to 
further pulverize accountability in this field, but rather 
to identify opportunities for epistemically and morally 
responsible reasoning and judgment. As already noted 
in response to the vagueness objection, we leave it 
open how these opportunities should be realized 
institutionally.
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SUMMARY AND CONCLUSIONS

The ongoing ethical debates on ML_CDSS are essen-
tially shaped by the implicit meta-ethical presupposi-
tion that decision-making needs to be guided by a 
plurality of ethical principles that are weighed against 
each other in judging concrete cases. Little effort has 
been exerted so far in using established philosophical 
approaches to moral judgment to better understand 
the appropriate use of ethical principles for evaluating 
AI-driven applications in health care. A reference to 
neo-Kantian accounts of ethical judgment serves for 
providing both a fuller estimation of the interrelated-
ness of ethical principles on the abstract level and a 
better conception of patient-physician co-reasoning in 
the concrete clinical encounter.

In particular, our approach highlights that— 
beyond patient empowerment and Shared 
Decision-Making—patients can serve as co-reasoners 
and help physicians in asking the right questions and 
adequately interpreting ML_CDSS outputs. Seeing 
patients as “fellow workers” might also prevent physi-
cians from walking into some traps associated with 
automated decision-support such as automation bias 
or epistemic injustice toward marginalized groups. 
With respect to ethical principles, a neo-Kantian 
approach in line with O'Neill clarifies that diverging 
ethical principles must not be “silenced,” “defeated,” or 
“outweighed” in concrete situations but adjusted to the 
circumstances and interpreted in light of each other.

Further work needs to be directed toward the con-
crete interpretation of “competing” ethical principles 
in light of AI applications in health care. Strengthening 
the position that ethical principles do not work as 
“algorithmic decision procedures” but need interpreta-
tion by the genuinely human faculty of judgment also 
helps us to understand what the demand for a “human 
in the loop” actually refers to in moral terms. The 
concept of moral co-reasoning in the immediate 
patient-physician-encounter might help to avoid dan-
gers that arise from automated recommendations 
undermining physicians’ professional judgment.
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