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ABSTRACT
In this study we addressed automatic summarizations generated us-
ing modern artificial intelligence techniques. Several mathematical
methods for evaluating the performance of automatic summariza-
tion exist. Suchmethods are commonly used as they allowmany test
cases to be assessed with little human effort as manual assessments
are challenging and time consuming. One question is whether the
output of such measures matches human perception of summa-
rization quality. In this study we document a study involving the
human evaluation of the automatic summarization of 22 academic
texts. The unique aspect of this study is that our participants had
strong familiarity with the texts as they had studied these texts in
depth. The results are quite varied but do not give the impression of
unanimous agreement that automatic summarizations are of high
quality and are trusted.
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1 INTRODUCTION
A summary is a short representation of a larger text that sum-
marizes readers about main ideas in the source text. Reading a
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summary typically involves active reading of a text noting down
key points, and then later synthesizing the text purely based on
the notes. The ability to write summaries is a skill that requires
practice. Moreover, it is time-consuming. Readers may sometimes
only be interested in making rapid decisions without having to read
an entire text, but rather by getting the gist of the text through
a summary. Consequently, there has been much interest in algo-
rithms for automatically summarizing texts. Recent developments
in artificial intelligence have resulted in impressive demonstrations
of the technology.

Researchers have made many attempts at various ways of au-
tomatically summarizing texts for several decades. Typically, such
methods are evaluated using deterministic metrics. Although such
metrics are convenient and pragmatic, they also do not give insight
into how they will be perceived by readers.

In this study we wanted to go beyond the typical deterministic
metrics and positive impressions onemay get from ad-hoc testing of
such technology through toy demos. We wanted to explore how do-
main experts would perceive automatically generated summaries of
text with which they were familiar, and to what degree they would
be willing to rely on such automatically generated summaries.

2 RELATEDWORK
Many studies are published on automatic summarization of text
[11]. Someworks focus on improving the summarization algorithms
[9] and others are exploring domain specific application areas, for
example, summarization of micro blogs [16], summarization of
lectures and meetings [3], multi-document summarization [18].

Advances in deep learning and very large language models have
led to impressive improvements in automatic text summarization
and related text processing tasks, such as grammar checking [14].
In particular, ChatGPT [1] has received much attention recently. It
has been applied to a large range of tasks, including writing [2, 4],
translation [13], mathematics [10], and education [22].

Automatic summarization techniques are usually evaluated us-
ingmetrics such as ROUGE (Recall-Oriented Understudy for Gisting
Evaluation) [17] where the machine generated summary is auto-
matically compared to a summary written manually by a human
[11, 15]. The human generated summaries serve as the ground
truth. Metrics allows large amounts of text to be objectively and
consistently compared without the cost, time, and effort involved
with manual assessment. Assessments can easily be run at each

95

https://doi.org/10.1145/3594806.3594828
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1145/3594806.3594828
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3594806.3594828&domain=pdf&date_stamp=2023-08-10


PETRA ’23, July 05–07, 2023, Corfu, Greece Maryam Lotfigolian et al.

step of tweaking a summarization algorithm. Clearly, it is hard to
develop summarization algorithms if human assessors are used
at each stage. The trade-off between the convenience and cost of
human assessors versus automatic evaluation with such text-based
technologies is discussed in several studies [19]. It is argued that
automatic evaluations have been viewed with some mistrust [20].
It has also been pointed out that human assessment is not without
problems [12] as there are few established practices for such as-
sessments. Key weaknesses identified include lacking information
about demographics, task design, experimental protocol, and relia-
bility assessments [12]. Clearly, human perceptions are inconsistent
and variable, yet it is the human perception of the technology that
will determine to what degree users will trust, accept, and use a
technology [5, 7]. This study attempts to avoid some of the pitfalls
raised in [12] as the participants are recruited from a relatively
homogenous cohort of participants with in-depth insight about the
summarized texts.

3 METHOD
3.1 Experimental design
This study involved two stages. First, we had to select the most
suitable summarization engine from a set of available options. This
was done using a commonly used measure from the literature. Next,
the results produced by the selected summarization engine were
assessed using a panel of human readers with in-depth familiarity
with the source texts.

3.2 Selecting a summarization engine
First, we decided to select one of the many summariza-
tion engines available to reduce the burden on the par-
ticipants. Decided to independently evaluate four pub-
licly available summarization engines intended for aca-
demic texts, namely Paper Digest (https://www.paper-
digest.com/), Scholarcy (https://www.scholarcy.com/), Bundle IQ
(https://app.bundleiq.com/), and Quillbot AI (https://quillbot.com/)
using their respective web interfaces.

These are all modern automatic summarization applications for
which it is claimed they provide human-like extractive summaries
of scientific papers. It is claimed that these locate crucial informa-
tion and sum up articles and papers into the most valuable points
while maintaining the original context. They have slightly varying
interfaces.

Scholarcy provides a summary, context, and highlights key sec-
tions. Bundle IQ identifies the key points in a document and gener-
ates a summary for either the entire document or for specific pages.
QuillBot provides summaries at sentence level or per paragraph.
A slider allows the user to interactively adjust the length of the
summary. Paper Digest presents the user with key bullet points.

We tested the four engines using 30 academic papers randomly
drawn from the reading lists of the specialization topics of the mas-
ter programme in applied computer science, thereby covering a
wide range of computer science topics covering mathematical mod-
eling, data science, artificial intelligence, human computer interac-
tion, etc. First, the paper abstracts were removed. Each academic
paper (without abstract) was run through the four engines. The
results were compared with the actual abstracts (representing the

ground truth authored manually by the authors). The comparisons
were made using a python implementation of ROUGE-L [18].

The result of the evaluation is shown in Figure 1. The results
reveal that overall, Paper Digest yielded the highest F-scores of the
four methods (highest mean, max, min, and second quartile). Bundle
IQ had the highest fourth quartile point. Based on these results we
decided to use Paper Digest in the subsequent user study. A repeated
measures ANOVA omnibus test flags a significant difference, but
with a relatively moderate effect size (F (3, 87) = 3.702, p = .015, [2 =
0.113). A Holm post-hoc test reveals that the significant difference
occurred between Paper Digest and Quilbot AI (p = .012).

3.3 Participants
A total of 11 students enrolled in a course in Intelligent User Inter-
face were recruited for this study, from a class of 18 students (61%
participation rate). This is a research-oriented course where stu-
dents actively present the material. We classify these participants
as experts due to their familiarity and exposure to the material
used in this study and specific training in interpreting scientific
literature [8]. The participants’ unique insight thus provided a rare
opportunity to manually assess summaries. We decided to omit
any detailed demographic information related to gender and age to
preserve the privacy of this relatively small cohort.

3.4 Material
The reading list from the course was used as the source material.
The reading list comprises one paper pre-assigned to each student
by the teacher, and one self-selected paper. All the papers were
peer reviewed academic texts from the past proceedings of the
Intelligent User Interface conferences and CHI conferences. All the
papers were on the topic of intelligent user interfaces.

It was assumed that each participant would be especially familiar
with the two assigned texts as the student had studied the texts,
presented these in plenary to the other students in the class and led
the subsequent in-class discussion. This activity was compulsory
for all the students. A total of 22 papers from the 36-paper reading
list were used to generate 22 summaries for the 11 participants (two
summaries for each student).

3.5 Procedure
This study adheres to the authors’ institutional privacy and ethics
regulations. The participants were informed about the purpose and
content of the study and provided their oral consent to participate.
They were also informed of their rights to withdraw at any time.
The study was conducted in a single session and no linking data
or personal information were collected [21]. The results are thus
anonymous. The sessions were conducted remotely.

Each participant was presented with the two summaries match-
ing their two individual papers. After reading and assessing the
two summaries they were asked four closed (5-item Likert-style)
questions related to the quality of each summary, namely compre-
hensiveness, conciseness, coherence, and the likelihood the student
would use Paper Digest in the future. We therefore solicited N = 22
(2 x 11) responses.
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Figure 1: Box and Whisker plot of the summarization engine evaluation results (ROUGE-L F-scores). N = 30.

Figure 2: Diverging stacked bar graph summarizing the results of the human assessment of automatic summaries (N = 22).

3.6 Analysis
Our sample size was too small to attempt any inferential statistics.
We therefore assessed the trends using visual inspection of the data
plotted using a diverging stacked bar graph.

4 RESULTS
Figure 2 summarizes the responses from the participants. The re-
sults show that participants were most positive regarding concise-
ness of the automatically generated summaries with most partic-
ipants indicating agree or strongly agree (close to 77.3%). A one-
sample Wilcoxon signed rank test shows that the median is signifi-
cantly different from the neutral response of 3 (V = 146.0, p < .001,
ES = 0.908). Note that the rank-biserial correlation effect size is rela-
tively high. Next, the results for comprehensiveness and coherence
are quite similar with a slight positive skew (both with 45.5% pos-
itive responses). The median comprehensiveness responses were
significantly different from neutral with a medium effect size (V =

73.0, p = .042, ES = 0.604), while the median coherence responses
were not significantly different from neutral (V = 71.0, p = .071). The

responses to likelihood of future use were more divided and less
skewed with 36.3% positive and 31.8% negative responses. The me-
dian responses were not significantly different to neutral (V = 69.5,
p = .599). The portion of neutral responses were high for all four
questions with comprehensiveness of coherence both constituting
40.9% of the responses.

5 DISCUSSION
The results do not seem to suggest that automatic summarization
technology is yet sufficiently mature to replace human generated
summaries. This is especially evident in the participants’ responses
to how likely they are to use the technology in the future. Also, the
observation that text conciseness was rated most favorably is what
one could expect as the summarization engines indeed makes texts
short. However, the attributes relating to the substantial contents
of the summaries, namely comprehensiveness and coherence is not
as positively rated.

We are unaware of the implementation details or exact technol-
ogy used in the summarization engine. However, we assume it is
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based on a contemporary trained language model due to its power.
Such modern language models have limitations. For example, biases
of the results could be related to the data on which the model was
trained. Moreover, extractive summaries are typically formed by
locating key sentences within the original text while information
within discarded sentences are not included in the summary.

Another issue is that the choice of summarization engine was
based on the ROUGE metric. Clearly, the ROUGE metric lacks
semantic and factual attributes. Yet, we assume that the four engines
were all based on very similar underlying artificial intelligence
techniques, and the differences are thus likely to be minimal.

Another weakness of this experiment was the relatively small
sample, although this is within the norm of typical human computer
interaction [6]. However, we would argue that the quality of the
assessments are of relatively high quality due to the participants’
invested efforts with the texts, and one may argue that a small
sample of high quality measurements are preferable over a larger
number of measurements with lower quality.

In hindsight, we should also have recorded the time of the stu-
dent’s presentation as the participants probably can recall details
from recently presented work more accurately than work that was
presented less recently. The first presentations were given in late
August, while the study was conducted in late November (range
of 0 to 3 months). It could be relevant to correlate the recency of
working with these papers to the responses. However, each student
had to present two papers in two phases of the semester and one
presentation was thus further in the past and the other presentation
more recent. This has probably helped counterbalance any effects
of recall decay with time.

6 CONCLUSIONS
Modern language models such as GPT-3 and similar technologies
have undoubtedly contributed to changing people’s perceptions
of artificial intelligence. However, despite such technologies really
impressing abilities to automatically summarize texts, our results
suggest that this technology does not yet seem capable of fully
replacing the process of manually reading papers. For that reason,
they may serve a valuable role as a human-in-the-loop assistive
tool to complement manual reading.
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