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Contesting futures of Artificial Intelligence (AI) in healthcare:
formal expectations meet informal anticipations
Mari S. Kannelønning

Faculty of Social Sciences, Oslo Metropolitan University, Oslo, Norway

ABSTRACT
Artificial Intelligence (AI) technologies are expected to play an essential
role in future healthcare systems for saving resources, improving
treatment quality and enhancing patient safety. Governments
worldwide are preparing for such a future by developing strategies and
policies. Drawing on concepts and perspectives from Science and
Technology Studies (STS), this article explores how government policies
set the agenda for introducing AI in healthcare, using the Norwegian
National Health and Hospital Plan 2020–2023 (NHSP) as an example.
The article further investigates how the formal expectations included in
the NHSP are met with informal anticipations expressed by actors
working closer to clinical practices involved in an inquiry process
initiated by the policy. Taking a qualitative approach, the article
explores what characterises formal expectations of AI in healthcare and
how these expectations are contested. The study finds that there are
tensions between the different assumptions and that crucial issues
concerning the future usage of AI are not yet on the Norwegian
Government’s agenda. Pairing the forces of the formal expectations
with the ambiguous concept of AI, the current chasm between AI
development and deployment, and the uncertainties constituted by the
contesting elements, the article concludes by introducing a paradox of
inevitability.
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Introduction

Artificial Intelligence (AI) is expected to play an essential role in future healthcare systems, providing
economic viability and improving treatment quality and patient safety (Aung, Wong, and Ting 2021;
Morley et al. 2020). These expectations typically concern AI technologies that can automate repeti-
tive tasks and support healthcare professionals in making decisions during the whole clinical
pathway: from diagnostic processes to treatment and follow-up care.1 However, there is still a
chasm between commercially available AI technologies and their deployment in real-world clinical
settings (Cabitza, Campagner, and Balsano 2020; Coiera 2019; Seneviratne, Shah, and Chu 2020).
Meanwhile, governments worldwide are developing strategies and policies on AI, including
visions of a future with AI in healthcare to guide and accelerate implementation processes (see,
for example, the European Commission’s policy brief Knowledge4Policy 2021; or the UK’s National
Strategy for AI in Health and Social Care n.d.).
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This article explores how such policies, and the expectations of the future they articulate, set the
agenda for introducing AI in healthcare, using the Norwegian National Health and Hospital Plan
(NHSP) 2020–2023 as an example. Closely following an inquiry process initiated through the
NHSP, involving different stakeholders and producing various outputs, the article also examines
how formal expectations are met with informal anticipations expressed by actors situated closer
to clinical practices (including hospital managers, procurement officers, and physicians).

Policies like the NHSP are designed to be performative; they initiate activities and actions in the
present (Eames et al. 2006, 362). The visions or expectations of the future they bring forth can thus be
seen as strategic tools that inform decision-making processes (Beckert 2016, 35–36), mobilise rel-
evant actors (Konrad et al. 2016, 466), and set the political and technological agenda for others to
follow (Brown, Rappert, and Webster 2000, 17). Due to this formative strength, they can be seen
as both powerful and problematic. For instance, elements disputing them might easily be
ignored, potentially leading to costly detours or even severe and irreversible societal consequences.

The field of AI is well-known for its hype, and we are frequently exposed to the rhetoric of AI as
technologies of great promise and potential (Bareis and Katzenbach 2022; Verdegem 2021).
However, whether or how the expectations of AI will materialise or cause unwanted outcomes is
still unknown. This article aims to go beyond the selling points and examines both formal expec-
tations and viewpoints disputing them. The article addresses the following research questions:
what characterises formal expectations of AI in healthcare articulated in official strategies and pol-
icies? How are these expectations contested by informal anticipations and future assessments of
actors operating close to clinical practices? Finally, in the discussion, the article elaborates on a
paradox constituted by the formative force of expectations and the uncertainties related to what
AI really is and what an introduction of AI might imply. The study refers to a Norwegian case, but
the article has relevance outside its Norwegian context, as AI technologies are discussed and policies
are developed and implemented worldwide.2

The article starts by presenting the conceptual framework, followed by a description of the
material and methods, including a presentation of the context, data collection and analysis. It
then proceeds by identifying essential aspects of the Norwegian Government’s vision, i.e. the
formal expectations of AI in healthcare. With this as a backdrop, the article continues by bringing
forth the contestations that emerged during the inquiry process studied. Finally, the insights pro-
vided by the analysis are discussed in relation to the conceptual framework, followed by concluding
remarks.

Forces and dynamics of expectations

This work’s theoretical framework builds on concepts and perspectives from the field of Science and
Technology Studies (STS), dealing with forces and dynamics of expectations in innovation and tech-
nological change (Borup et al. 2006; Brown and Michael 2003; Pollock and Williams 2010).

Scholars within the Sociology of Expectations see expectations as having a performative role in
innovation processes (Borup et al. 2006, 289; Konrad et al. 2016). Van Lente (2012) draws attention
to such formative strengths by highlighting three essential forces of expectations. The first, ‘legiti-
mation’, is about how expectations raise awareness and justify investments in early phases of emer-
ging technologies, typically including a solution to a perceived problem. The second, ‘heuristic
guidance’, concerns how expectations provide direction and guide choices and decisions during
an innovation process. The third force is a ‘coordination effect’, as expectations indicate work
that has to be done by various actors to fulfil the goals (2012, 773–774). From this point of view,
expectations are articulations that ‘do things’; as they build agendas and create work in the
present, they have performative effects (2012, 772).

Similarly, Geels and Smit (2000) pinpoint that expectations are used to convince relevant stake-
holders, foster investments, shape agendas and establish ‘protected spaces’ (2000, 882). As such,
expectations are often exaggerated and optimistic (2000, 881). Brown, Rappert, and Webster
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(2000, 3–4) elaborate accordingly that to increase the chances of fulfilling specific envisioned futures,
anyone who wants to promote a particular expectation must involve themselves in rhetorical, organ-
isational and material activities aiming to ‘colonise’ their version of the future. As the expectations
become widely shared, they will gain certain protection or enter a ‘protected space’ created by the
collective belief (Konrad 2006, 438). Consequently, the formative force of the expectations is
strengthened by being shared by many and, thus, further paired with an element of inevitability
(Van Lente and Rip 1998, 222). This sense of inevitability may result in neglecting alternative sol-
utions, potentially contributing to further path dependencies and ‘lock-in’ effects (Konrad 2006,
430). Such ‘lock-in’ effects also imply irreversibility, as the allocated resources used to follow a
specific direction cannot be reused (e.g. money and people’s time). In other words, as Tutton
states: ‘Each future followed is another future not taken’ (2017, 487). However, shifts in widely
shared expectations may occur due to real-world events, and consequently, the ‘protected space’
may dissolve (Konrad 2006, 439). Bareis and Katzenbach stress similarly that despite the power of
stakeholders behind certain expectations, their strategies and policies will meet resistance and scep-
ticism as they are implemented into society (2022, 874). The potential shifts in expectations and the
opposition they might encounter emphasise further that the outcome of strong formative expec-
tations can be hard to calculate (Beckert 2016, 9).

The fact that even widely shared expectations may not necessarily materialise is why Pollock and
Williams (2010) problematise the idea of strong expectations as self-fulfiling prophecies. As unfore-
seen factors may challenge shared beliefs, they argue for the need to consider what expectations or
promises consist of and how they are constructed and distributed (2010, 529). In a similar vein,
Brown draws attention to the importance of considering both the temporal and spatial ‘situated-
ness’ of expectations to prevent misdirections during innovation (2003, 10). The temporal situated-
ness is a question of ‘when’ and what happens as processes driven by certain expectations evolve
and different forms of material and social issues appear. Considering what to expect on both shorter
and longer terms can function as a caution and enable adjustments of directions before it is too late.
The spatial situatedness of expectations concerns the questions of ‘where’ and ‘who’. It emphasises
the importance of seeing expectations not as singular representations of the future but as something
that needs interpretation and is acted upon differently across actor groups and practices. Uncovering
spatial differences can give insights into various agencies of differing power, how expectations are
contested, and how some end up setting the agenda (Brown 2003, 13).

Complicating factors in the case of AI

A definitional vagueness characterises the concept of AI (Wang 2019), which, at best, is an overall
label covering a large variety of technologies. This ambiguity complicates both the conversations
and the outcome of the work related to AI technologies (Krafft et al. 2020; Wang 2019). Whatever
definition is used, it will have practical consequences, such as influencing decisions made during
various stages of innovation processes (e.g. in policy development and implementation). Without
specifying AI, questions like whether AI will be beneficial or not will give several different answers
(Wang 2019, 28). Thus, the lack of precise definitions can have quite far-reaching consequences.
In the context of national AI strategies, Bareis and Katzenbach (2022) finds that, even though the
visions included in policies are based on vague definitions of AI, they are powerful rhetorical
devices. Their force lies in how they allocate resources and set rules, turning the visions into
certain inevitable technological pathways (2022, 863).

In addition to how the vague and diverging definitions of AI might complicate the process of
introducing AI in healthcare, the previously mentioned chasm between available AI technologies
and real-world deployments may also affect the process. Apart from limited evidence of actual
use and benefits in real clinical settings, the most common explanations for this chasm are issues
related to data limitations, regulations, human trust, ethical data use, equity and bias (see, for
example, Aung, Wong, and Ting 2021; Freeman et al. 2021; Rajpurkar et al. 2022). Thus, through
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the research literature, factors potentially hindering or causing resistance to the many visions of AI
technologies in healthcare and their deployment are already known and circulating.

As a final clarification before continuing, reflecting the lack of a widely accepted definition of AI,
this article uses the general terms ‘AI’ and ‘AI technologies’ interchangeably. These labels cover
both AI in a broad sense, for instance, when treating overall conceptions of AI and in connection
with the statements of the participants involved in the meetings of the inquiry process. In this
context, ‘AI technologies’ may allude to more specific technologies, for example, AI-based appli-
cations to be integrated into existing information systems (e.g. systems for radiology like PACS –
Picture Archiving and Communication Systems). In these settings, the term ‘algorithm’ is addition-
ally used for variation, reflecting how the meeting participants used it.

Material and methods

The context

In 2019 the Norwegian Ministry of Health and Care Services published the NHSP policy plan, through
which a coordination project as a national cross-public agency collaboration was established. The
project, called Better use of Artificial Intelligence, was led by the Directorate of Health and included
members from the Directorate of eHealth, the Norwegian Medicines Agency and the four Norwegian
regional health authorities. The inquiry process followed in the present study was carried out by the
project team and entitled Good clinical practice and the need for standardisation using Artificial Intelli-
gence in Radiology3(my translation). The overall aim of the inquiry process was to identify gaps and
suggest national initiatives to ensure safe and proper use of AI in healthcare services. Different digital
meetings (insight meetings, workshops and feedback meetings) were carried out in three rounds
and involved stakeholders such as hospital managers, project managers, radiologists, patient organ-
isations, AI researchers, AI vendors, and procurement officers. The meetings took place over five
months (January–May 2021), and approximately 100 people participated altogether (Helsedirektor-
atet et al. 2021, 2). After each round of meetings, written summaries were published on the project’s
website for whoever was interested. Additionally, the summaries were emailed to the stakeholders
participating in the upcoming meetings. The final outcome of the process was a report addressed to
the Norwegian Ministry of Health and Care Services in the autumn of 2021.

Data collection and analysis

The overall approach of this study is based on a combination of document analysis and meeting eth-
nography. The document analysed was the NHSP, while the meetings observed were digital, and the
observations were centred around the verbal communication unfolding. I attended the meetings as
a non-participant observer and kept my camera and microphone off, except for introducing myself if
prompted by the chairperson. The primary data from these meetings were fieldnotes written during
the observations. I wrote as much as possible, but naturally, I missed some bits and parts of the con-
versations. However, similar to Thedvall’s experience (2013, 112), I gained a fuller understanding of

Table 1. The volume of documents, meetings, and participants.

Insight meetings Workshops Feedback meetings and beyond

Documents (volume) Project summaries (35 p.) Project summary (21 p.) Project summary (13 p.)
Project analysis (9 p.) Fieldnotes (15 p.) Fieldnotes (10 p.)
Fieldnotes (22 p.) Final report (74 p.)

Number of meetings and durationa 2 × 2 h
1 × 1.5 h

3 × 3 h 2 × 2 h

Number of participants (approx.) 45 43 (invited) 40
aI did not attend the first three insight meetings, as I was enrolled as an observing researcher after their completion. However, I
received and analysed the notes taken by the project team.
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the discussions over time as I attended several meetings. As a supplement to the fieldnotes, I used
the project team’s summaries and reports.

Table 1 below shows the volume of the material and meeting details included in the study.
The NHSP was analysed using a technique similar to ‘directed content analysis’ (Hsieh and

Shannon 2005, 1281). It was a structured process where the document was analysed for content
specifically matching Van Lente’s three forces of expectations: legitimation, guiding heuristics and
coordination (2012). This work was done by thorough readings, while relevant pieces of text were
annotated and categorised. The data from the inquiry process, on the other hand, were first sub-
jected to open coding. The fieldnotes, summaries, and reports were read line-by-line, while
diverse and disparate themes were identified. These were later coded as the text was closely
reread (Emerson, Fretz, and Shaw 2011, 172). As this inductive process became more focused,
topics emerged, reflecting what was perceived as important to the participants. Thus, significant
observations regarding the future of AI in healthcare, seen from the perspective of actors operating
close to clinical practices, could be distinguished and identified from the rest of the material from the
inquiry process (2011, 175). This selection of observations was then elaborated on and categorised.

Findings

This section presents the findings in three parts. First, the findings from the analysis of the NHSP are
presented, using Van Lente’s three dimensions as points of reference. This analysis serves as a back-
drop for the second part, which explores the informal anticipations and future assessments of sta-
keholders involved in the inquiry process, contesting the formal expectations of the NHSP. Lastly,
the final report from the inquiry process is shortly outlined.

The NHSP: the formal expectations of AI in healthcare

Legitimation
Like many countries, Norway faces the problem of an aging population with an increasing need for
care while the number of taxpayers and the workforce of healthcare professionals is decreasing. After
the development of the Norwegian welfare state during the last century, where the so-called Nor-
wegian or Nordic model with equal rights to healthcare was established (Meld. St. 14 (2020–
2021), p. 3), public healthcare services have become a significant charge to the national budget.
Maintaining the standards of the Norwegian healthcare system is thus seen as a considerable chal-
lenge for the future economy (Finansdepartementet 2021). Based on this background, in the NHSP,
the Norwegian Government presents AI technologies as a part of the solution for upholding the
welfare state and mitigating healthcare struggles (e.g. by reducing the constantly growing work-
loads in the sector) (Meld. St. 7 (2019–2020)a). Thus, referring to such societal challenges can be
seen as attempts to legitimise the government’s vision of introducing AI in healthcare.

Heuristic guidance
In addition to legitimisation, the NHSP contains an explicitly formulated vision with clear elements of
heuristic guidance. The vision provides direction for the ongoing introduction of AI in healthcare by
highlighting specific goals and future roles and activities which may guide the choices and decisions
made in the present processes:

Artificial intelligence makes it possible to utilise national medical databases to provide faster and more accurate
diagnostics, better treatment and a more effective use of resources. The regulations make it possible to use
medical data to bring maximum benefit to the community, the directorates provide guidance on legal restric-
tions, and ethical problems associated with the use of artificial intelligence are handled in cooperation with
other European countries. The health and care service has established a culture of innovation and knowl-
edge-sharing, and works closely with businesses to develop the tools needed by the service and patients.
(Meld. St. 7 (2019–2020)b, 26)
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In this quote, the NHSP proclaims that AI will ensure (1) faster and more accurate diagnostics, (2) better
treatment, and (3) more effective use of resources. These goals are to be achieved by a set of (guiding)
activities such as: (a) providing national access to data, (b) offering support on legal issues (by the direc-
torates), (c) solving ethical issues on a national level in cooperation with the EU, (d) establishing a
culture of innovation and knowledge-sharing across the healthcare services, and (e) enabling the
development of technologies in a close relationship between public and private sector.

Coordination
Finally, the NHSP describes concrete work to be coordinated and carried out by various stakeholders
to reach the future with AI in healthcare. For instance, the plan states that it is crucial to adjust rel-
evant national frameworks, such as the legal framework for sharing and using health data, to secure
a safe introduction of AI technologies (Meld. St. 7 (2019–2020)a, 98). It also highlights that improving
data quality is important, as, in their words, AI does not become more intelligent than the quality of
the data allows (96). Furthermore, working on better access to data and storage capacity is acknowl-
edged as essential for achieving optimal effects of the use of AI. The need to make the public special-
ist health services responsible for contributing to the realisation of a suitable infrastructure is further
emphasised (96–97). Finally, the NHSP concludes that relevant government agencies are to assess
the national framework conditions and coordinate further work to enable the use of AI in healthcare,
i.e. the national coordination project (98).

The inquiry process: contesting informal anticipations and assessments

The above analysis shows how the NHSP set an overall direction for introducing AI in the Norwegian
healthcare sector. However, as the inquiry process unfolded, elements that contested the formal
vision emerged especially challenging the goals of using AI for more efficient use of resources,
better treatment quality and patient safety. These contestations, presented in five categories
below, were mainly based on anticipations and assessments of participants operating in or near clini-
cal practices and concerned issues related to the specific contexts and conditions of future use of AI.

Inaccurate diagnostic outcome
The participants in the inquiry process were concerned about whether inaccurate algorithms might
lead to over-diagnosing (finding too much), under-diagnosing (finding too little) or misdiagnosing.
Even though the risk of making imprecise diagnoses is not unique to AI technologies, they worried
that this would scale to another level of magnitude when complex algorithms were involved. The
same concern also applied to algorithms trained on somehow biased datasets or from patient
groups different from those belonging to a particular hospital. The meeting participants were con-
cerned that such inaccurate results would produce more rather than less work (e.g. more tests and
screenings of patients) and negatively affect the patients’ trust.

Deskilling physicians
A second concern was that the use of AI technologies could potentially cause a deskilling of phys-
icians such as radiologists. If AI is used for decision support, for instance, in image diagnostics, and
the reasoning behind a diagnosis accordingly becomes ‘black boxed’, it was anticipated that the
radiologists’ expertise would decline. This issue especially concerned the expertise of young radiol-
ogists and whether they would suffer from no longer learning from the reasoning of and discussions
with more experienced colleagues. The potential deskilling was additionally seen as something that
could make the hospital system quite fragile and, over time, even more dependent on AI technol-
ogies. Some meeting participants also argued that a new kind of expertise was necessary, as phys-
icians will have to know how AI technologies work before trusting them properly. They worried that
a lack of knowledge and potential mistrust could lead to either no use or misuse. This issue, in turn,
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raised another dilemma related to how physicians would have time to gain a basic understanding of
AI in their already busy workdays.

Other competencies
The need for enhancing hospital managers’ competencies was also brought up during the discus-
sions: ‘One of the greatest needs is to give the managers a more sober insight into what AI will
bring in the medium-term future’ (participant, feedback-meeting with radiology environments).
The need for AI developers with knowledge of the work of physicians in clinical practices was also
deemed important. Moreover, the question of whether introducing AI in clinical workflows would
make it necessary to include other competencies in the clinics was raised. A meeting participant
compared this with the automation of the bank sector, which allegedly led to even larger IT depart-
ments. Essential considerations mentioned in this regard were whether, for instance, the radiology
resources spared are to be replaced by other types of staff and whether this is desirable for decision-
makers aiming to save resources.

Overreliance on algorithms
During the meetings, AI technologies’ (alleged) capabilities were criticised for ‘presuming’ that
people are 100% rational. Participants used the phenomenon of decision fatigue as an example
of the opposite, asking questions such as: what happens during the day as physicians become
tired – will this affect how they use the AI technology? Will they become more capable of trusting
it at the end of the day, or after months or years of experiencing certain reliability –would this lead to
an overreliance, letting the AI technology make the final decisions? And what if the algorithms
become skewed over time as they are exposed to new data – what happens then? These questions,
taking as a starting point a view of AI as continuously learning technologies, evoked a perceived
need for establishing work tasks to monitor algorithms.

Relevance and applicability of AI technologies
The importance of evaluating AI technologies in relation to local contexts and conditions was
emphasised during some of the meetings, and several questions were raised in this regard: are
there areas that could benefit from AI – is there a need? How will AI technologies affect existing
workflows, and does the work really become more efficient for those using AI? The following state-
ment exemplified a general concern that such aspects were not dealt with: ‘It [the capabilities of AI]
is exaggerated. We see the big headlines but forget to see what fits into clinical practices’ (partici-
pant, feedback-meeting with radiology environments). Finally, the participants worried about the
potential lack of ability to adjust CE-marked algorithms to local contexts and data due to regulations
restricting such modifications of commercial products.

The final report: continued enactment of formal expectations

Despite the informal anticipations contesting and potentially threatening the materialisation of the
formal expectations, the final report did not convert these uncertainties into areas for prioritised
future investigations. The report suggests, however, several other activities to be carried out by
the Directorate of Health and other public agencies, much in line with the activities highlighted
in the NHSP. These activities included providing guidelines for procurement of CE-marked AI tech-
nologies in the healthcare sector, giving courses to enhance healthcare professionals’ competencies
within digitalisation and AI, stimulating collaboration across the public sector, ensuring sufficient
access to quality data, and supporting hospitals on juridical and ethical issues (Helsedirektoratet
et al. 2021, 48–57). Finally, based on the report and its recommendations for future work, the Nor-
wegian Ministry of Health and Care Services stated in the yearly allocation letter for 2022 addressed
to the Directorate of Health that they are to ‘continue the work of adapting national framework con-
ditions so that the health and care services can safely use Artificial Intelligence for patient treatment.
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In 2022, especially interdisciplinary guidance related to legal issues is to be prioritised’ (Helse- og
omsorgsdepartementet 2022, 36, my translation). Thus, the focus area noted in the allocation
letter also aligned with activities highlighted in the NHSP.

Discussion

Overall, the study shows that there are tensions between the formal expectations of AI in healthcare
articulated by the Norwegian Government and the informal anticipations of those operating closer to
clinical practice. The issues contesting the government’s main goals give an example of how formal
expectations will meet resistance during policy implementation, as pinpointed by Bareis and Katzen-
bach (2022). However, where Bareis and Katzenbach, within the scope of their article, purely stress that
resistance will occur, this study takes it further, showing what such resistance or scepticism may look
like. The present study also exemplifies how powerful visions, despite the resistance, continue to have
a strong formative effect with elements of inevitability and path dependency. This conversion of
expectations, based on vague definitions of AI into a seemingly inevitable technological pathway,
offers an example of expectations provided with a protected space (Konrad 2006, 438).

The NHSP vision of AI in healthcare seems to have a strong influence on the interpretations of the
inquiry process’s outcome, confirming the vision’s strength (Konrad 2006, 438). Thus, the three
forces of expectations, as they appear in the NHSP, continue to have performative effects in
Norway (Van Lente 2012). AI is still perceived as a solution to challenges in the healthcare sector
(legitimation), and both the listed activities (heuristic guidance) and work to be coordinated (coordi-
nation) to reach the goals are repeated in slightly different shapes in the reports and plans devel-
oped in the wake of the inquiry process. Consequently, the outcome of the inquiry process
contributes to ‘lock-in’ effects, too (Konrad 2006). Alternative paths are not yet considered, including
an investigation of the contesting issues put forward by the participants in the inquiry process.
Avoiding such explorations of potentially challenging factors in the early phases of policy implemen-
tation could lead to less successful outcomes in the long run.

However, implementing the NHSP is a work in progress, and the tensions surfacing in the findings
may still be addressed in the future. At the same time, upcoming and unforeseen factors such as reg-
ulative changes or disappointing technological performances can still cause a weakening of the formal
expectations, leading to a loss of the protected space (Konrad 2006, 441–442). Such a loss of protection,
involving a diminishing formative strength, underscores that even the strongest expectations are not
necessarily self-fulfilling prophecies (Pollock and Williams 2010). Nevertheless, resources that cannot
be reused have already been invested in developing and implementing the NHSP, including organising
the inquiry process, writing reports and carrying out other activities based on the report’s recommen-
dations. Thus, with the work already done, alternative routes for mitigating present and future chal-
lenges in the healthcare sector, with or without AI, may already be passed (Tutton 2017, 487).

This article has focused on an inquiry process carried out in the early phases of introducing AI in
healthcare and some immediate consequences of the process’ outcome. Therefore, insights into the
formal expectations’ ‘temporal’ and ‘spatial’ situatedness are limited (Brown 2003). However, regard-
ing the temporal situatedness, the issues contesting the formal vision can be seen as cautions of poten-
tial future obstacles to consider to avoid taking the wrong course. The tension between the formal
expectations and informal anticipations also provides examples of spatial situatedness. Several
interpretations of the future with AI in healthcare exist, some more powerful than others. As the
study shows, the formal expectations continue to have a performative effect, demonstrating that
they have a more substantial power than the informal anticipations. However, as mentioned,
despite the sense of inevitability this power indicates, changes may occur as the NHSP implementation
proceeds or as new and updated policies for AI in healthcare are developed. Until then, a statement
made by a participant in the inquiry process stands strong as an example of the current situation:

People in the clinical practices know that something is coming; they just don’t know, yet, how it will hit them.
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The quote pinpoints that people know AI will become a part of the clinic, acknowledging AI as some-
thing destined for the healthcare sector. As such, it confirms the argument that expectations are
‘performative’ or even ‘constitutive’ (Borup et al. 2006; Konrad et al. 2016; Van Lente 2012).
However, the second part of the statement underscores that how AI will hit the healthcare sector
is still unknown. Thus, a paradox seems to emerge: Paired with the sense of inevitability is an
element of fundamental uncertainty. To get a better understanding of how the future with AI can
turn out to be, it is necessary to go beyond the hype and selling points. It requires more knowledge
of what AI for healthcare is or can be and how concrete AI technologies perform in real-world clinical
settings. As Bareis and Katzenbach (2022) indicated in their study, the introduction of vast AI pro-
gramms requires a certain rhetorical force. The technological promise seems vast but is still
vague. Thus, Bareis and Katzenbach address the need for powerful actors to ‘talk AI into being’, nar-
ratively constructing AI as both inevitable and disruptive. The rhetorical strategies of grand legacies
and international competition that the authors identify in Chinese, US, French and German strategy
documents may be less grandiose in the Norwegian documents, such as the NHSP. However, they
still push a certain agenda forward.

As the above alludes to and previous studies have shown, the paths of emerging technologies
typically start with high expectations without much knowledge of what the future will bring (van
Merkerk and van Lente 2005, 1096). This is, without doubt, the case when it comes to AI in health-
care, which in recent years has been subject to extreme hype and, at the same time, advocated for by
governments worldwide. Taken together with the ambiguous definitions of AI, affecting how a
future with these technologies is perceived and the decisions drawn based on such differing
interpretations, the current situation of inevitability may lead to several misguided actions. Com-
bined with the existing chasm between AI development and deployment addressed in several
research papers, where limited evidence of actual benefits in real-world settings is a highlighted
barrier, it is hard to tell what the future will bring. The same goes for whether or how the formal
expectations, such as those included in the NHSP and similar policies, will materialise.

Before anything materialises, the direction of introducing AI in the Norwegian healthcare sector
will be guided by what is implied by the three forces of the expectations in the NHSP. This is how
the mentioned paradox arises: AI in healthcare is forcing its way forward with tremendous impact,
but what is the phenomenon really about beyond the different expectations and definitions?
Phrased differently, as long as the introduction process follows the current path, the element of
inevitability stays strong based on the present and powerful formal expectations of the Norwegian
Government. We may term this an inevitability paradox, i.e. that a consensus about the value of AI
in healthcare exists parallel to a fundamental uncertainty about what AI technologies for use in
real-world settings will look like, when a broader deployment will occur and what will happen
in its wake.

Concluding remarks

The Norwegian National Health and Hospital Plan 2020–2023 (NHSP) articulates an overall vision of a
future where three main goals are fulfilled: the introduction of AI has ensured faster and more accu-
rate diagnostics, better treatment, and more effective use of resources. To reach this future situation,
the NHSP highlights the importance of access to quality data and storage, adapting or developing
legal and ethical frameworks, and establishing collaborations across the public and private sectors.
The policy plan also initiated a project where relevant government agencies were to assess the
national framework conditions regarding the use of AI and coordinate work to enable healthcare ser-
vices to start using AI technologies. The inquiry process informing the present study was a part of
this national coordination work, through which the formal expectations and informal anticipations
‘met’ and elements contesting the future envisioned emerged. These elements included worries
about inaccurate algorithms, a deskilling of physicians, lacking competencies, a potential overreli-
ance on algorithms, and AI technologies not applying to local contexts.
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The issues contesting the NHSP vision exemplify how current expectations of AI in healthcare can
meet resistance as the implementation of AI strategies and policies proceeds. As of now, despite the
varying perceptions of the future with AI, only one of them seems to set the agenda in the present Nor-
wegian context. The inquiry process’ final report and the allocation letter from the Norwegian Ministry
of Health and Care Services did not address the issues potentially limiting the efficacy of the formal
vision, showing that the initial expectations keep having formative effects. Thus, the formal expectations
have the momentum and power to continue the process towards the desired and articulated future.
This continuation exemplifies the presence of a sense of inevitability and path dependency, where
alternative directions are easier to neglect. Finally, from the analysis of the NHSP vision, AI technologies
are expected to solve several large-scale problems. But the vague definitions, the current chasm
between the development and implementation of AI in healthcare, and the contesting elements high-
lighted in this study indicate that the road is paved with uncertainties. Will the contesting issues, or
other obstacles emerging, eventually cause the formal expectations to collapse? Will negotiations be
the case, or will the formal expectations and the elements of resistance gradually intertwine?

These and similar questions call for additional investigations of implementations of policies like
the NHSP and other initiatives aiming to deploy AI in healthcare. Such examinations can illuminate
further whether or how the expectations of AI will materialise and whether or how the contesting
elements will assert themselves (and thus challenge the early impression of something inevitable).

Notes

1. For examples see: https://www.ibm.com/resources/watson-health/artificial-intelligence-impacting-healthcare/;
https://www.siemens-healthineers.com/digital-health-solutions/digital-solutions-overview/clinical-decision-
support/ai-rad-companion

2. For examples of other enactments of AI in healthcare visions see: https://www.ai.se/en/node/81535/information-
driven-healthcare, https://fcai.fi/ai-for-health, https://www.nhsx.nhs.uk/ai-lab/

3. Radiology was prioritised as focus area as it was perceived as one of the most mature areas for AI adoption.
Despite this focus, the project team argued that many of the issues uncovered during the inquiry process
was relevant for other disciplines as well (Helsedirektoratet et al. 2021).
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