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Abstract

Computer technology is an essential part of today’s society with more and more

critical infrastructure and important services being moved to the Internet every

day. This widespread use of the Internet has increased the need for scalable

hardware and software that can process a lot of traffic at the same time while

not using excessive energy. This has contributed to the meteoric rise of cloud

computing, and many companies are moving their applications and services to

data centers.

With computers and the Internet being such important parts of all areas of

society, it is crucial that new software is tested before being shipped to the In-

ternet. This is where software testing comes in, with most modern IT solutions

having automated tests that often run in the cloud. These tests are triggered

when changes to the code are uploaded to its repository, and are often running

on the same cloud environment as the company’s other applications and services.

This project seeks to combine efficient power-saving strategies for cloud en-

vironments with software testing by developing an algorithm that schedules

tests according to how resource demands change during their run-time. It does

this by using workload profiles that are defined by how the resource usage of

a given test changes over time, which differs from traditional workload profiles

that often represent the resource demand as a static number. The goal is to use

these profiles to make a schedule that allows compatible tests to be executed

simultaneously on one server without exceeding limits on resource use.
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1 Introduction

The demand for new software is at an all-time high and is only going to keep

increasing as ever more people gain access to the internet. Roughly 63.1 percent

of the world population has access to the internet as of July 2022 [16], meaning

that the market has the potential to grow even bigger. A large part of the

internet is hosted on cloud services, which has seen an explosion in popularity

over the last 20 years.

Figure 1: Cloud Computing popularity based on the number of Google

Searches per month between 2005 and 2023. The graph shows a substantial

increase in popularity over the last 20 years. Data Source:

https://trends.google.com/trends

Such rapid growth means that there is a race to be first to market with

new products, and people expect to constantly receive new and functional soft-
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ware. The enormous appetite for new software puts a substantial load on tech

companies, and many struggle to balance quality and rapid delivery. This phe-

nomenon has led to the creation of several software development practices that

are intended to help developers rapidly deliver quality software, such as agile

development. Agile methods differ from the old waterfall methodologies in that

their development cycles are less rigid and more adaptable. This is important

in the current technological climate where the needs of the customer frequently

change and companies have to adapt to a volatile market.

Agile development encompasses many practices, such as continuous integration,

that are intended to make the rapid delivery of software easier for the devel-

opers. Continuous integration, or CI for short, seeks to automate the merging

of code from several developers and development teams into one final product.

Continuous integration is often combined with continuous delivery, which is re-

ferred to as CI/CD [14]. An important part of any CI/CD pipeline is automated

testing, which comes with its own problems and challenges.

Automated tests need to be as quick and efficient as possible, as the tests are

executed each time code changes are uploaded to the repository. This is neces-

sary in modern software development due to the constant influx of code changes

from different developers and teams. The developers need to make sure that

the changes they upload don’t break the application, which is why all relevant

tests need to run each time changes are made. Inefficient tests lead to wasted

time and resources for the developers, but there are many ways to optimize the

tests and the environments they are running in. Developers and testers need to

balance the number of tests and the time it takes to run the pipeline containing

those tests. This means that test optimization involves ensuring that important

test cases are covered while not making too many tests, this can be measured

with test coverage. Test coverage is essentially the proportion of application

code that is covered by tests, calculated as lines of code covered by tests divided

by the total number of lines.
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Test coverage =
Lines of code covered by tests

Total number of lines

Optimization of software testing involves maximizing test coverage while mini-

mizing the time it takes to test the application. But there are also other factors

to take into consideration, such as the hardware used to run the tests. This is

where cloud resource allocation and power efficiency strategies come in, as most

software testing is done in cloud environments.

High computational demand in modern society has led to most test environ-

ments being located on cloud services, as most businesses lack the necessary

resources to host everything themselves and it is more practical to host all en-

vironments on the cloud if their other applications are hosted there as well.

This has led to cloud providers such as Amazon Web Services, Microsoft Azure

and Google Cloud becoming the premiere hosts of applications and associated

infrastructure.

Cloud providers and their data centers have an abundance of resources ready

to be allocated, which is practical for the customers but can easily become ex-

pensive if they are used in an inefficient manner. Inefficiencies such as test

environments being allocated more resources than they need could be avoided

by predicting how computationally demanding a pipeline is, and placing the

runners in a consolidated manner, thereby using less of the available hardware.

The programs that are running the software tests are what we refer to as run-

ners, they usually come in the form of specialized virtual machines. Scaling

is also very important in software testing, as the different tests in a pipeline

will have varying computational demands, thereby increasing the need for an

environment that can dynamically scale the runners up and down. This means

that the environment can avoid unnecessary resource usage by scaling the in-

frastructure down if a test is using less resources than expected.
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A common issue for businesses hosting their software in the cloud is using too

much or too little of the available resources. Resources are used up by virtual

machines (VMs), which are virtual operating systems that are confined to a por-

tion of the physical machine, physical machines are often referred to as servers

in cloud computing. VMs are different from normal computers, which usually

use the entire physical machine. A common problem statement in cloud com-

puting revolves around optimization of the partitioning of the physical machines

in a way that avoids giving too much computing power to each VM while also

making sure that they have sufficient resources to complete their tasks. This is

one of the reasons why all the big cloud providers have implemented dynamic

scaling in their data centers, meaning that their machines automatically assign

more or fewer resources to the VMs according to the needs of the customer.

Figure 2: Illustration of a cloud environment with three servers. Each server

has a number of Virtual Machines of varying sizes.

Another part of the dynamic scaling process in many data centers is workload
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consolidation, which consists of consolidating similar VMs to the same physical

machine and idling other machines, thereby saving power and ensuring more

efficient resource usage. Profiling the computational demand of a certain type

of workload could help optimize this process, as knowing what kind of resource

usage we can expect could make provisioning the correct amount of resources

easier. This paper will be exploring the usage of workload profiling in software

testing with the purpose of making a more intelligent scheduling algorithm that

can facilitate a higher degree of consolidation.

1.1 Problem Statement

Explore the usefulness of workload profiling in order to facilitate green resource

provisioning for software testing in the cloud.

Workload Profiling refers to the measurement and characterization of resources

such as CPU, memory and I/O operations. I/O refers to input and output

signals in a computer, measuring it means that we measure the rate of com-

munication between a computer and the outside world. The measurements are

used to create profiles that could be used to approximate resource usage of fu-

ture tests so that we may facilitate the provisioning of resources in the cloud.

Since software testing is such an integral part of every CI/CD pipeline, it is

important to consider its resource usage if the goal is to minimize costs and

decrease electricity usage, thereby making the cloud greener.
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2 Background

Before proceeding with the theoretical background and literature review of the

subject at hand, I would like to give an introduction to the subject, my personal

background in software testing and what motivated me to choose this subject.

Efficient usage of cloud resources has become extremely important for devel-

opers that wish to host their applications in the cloud. Inefficient or careless

use leads to greatly increased costs and potential security risks for the develop-

ers and the cloud provider, but can be avoided if precautions are taken. These

precautions can be in the form of choosing the right kind of infrastructure for

the job and optimizing the software and environment to not use excessive re-

sources. Optimization can be done in many ways, but there is a noticeable lack

of optimization of software testing in cloud environments.

This thesis seeks to provide a proof of concept of one such optimization, namely

more intelligent test scheduling that can facilitate a higher degree of consolida-

tion. My personal motivation for choosing this subject comes from my experi-

ence as a DevOps Engineer, where I was in charge of migrating CI/CD pipelines

from one environment to another. I remember being surprised by the lack of

thought being put into the test environments compared to the application envi-

ronments. Applications do experience more traffic than the test pipelines, but

it would make sense to optimize all environments if the goal is to save resources.

The following chapter gives more information on cloud computing, software

testing and where PAST fits in the bigger picture.
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2.1 Software Testing in the Cloud

Testing has always been an important part of software development and remains

one of the most popular research topics in software engineering [13]. The im-

portance and popularity has led to a wide range of methods being developed

to improve the quality and performance of software tests, such as search-based

testing and random testing to name a few [13]. All of the new methods and

paradigms are combined with other technologies such as cloud computing to

achieve fast and maintainable on-demand testing.

The complexity and societal importance of computer software entails an in-

creased need for quality assurance from software developers. The testing pro-

cess has thus become increasingly sophisticated over time, with different tests

being divided into several phases in order to distinguish between their purpose

and importance. The most commonly used testing phases are as follows:

• Unit Tests. Unit tests are meant to test the most basic and fundamental

functionality of the software. They are typically short and simple, and

numerous.

• Integration Tests. Integration tests examine if the various components

of the software are able to function together. They typically group com-

ponents and test if they still comply with functional requirements after

changes have been made to one or more of said components.

• System Tests. System tests are the logical follow-up to integration tests.

They examine if the system as a whole still complies with functional re-

quirements after changes have been made to the code.

• Acceptance Tests. These tests are meant to examine if the software

is able to fulfill the needs of the user. Acceptance tests are difficult to

automate, as they require the input of external parties.

The first three steps of the testing process are usually automated in a CI/CD

pipeline, which is triggered each time code changes are uploaded. The final step,
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acceptance testing, is usually not automated due to the need for input from the

users. This means that acceptance tests are not so relevant to the workload

profiles introduced in this project, as the profiles are meant to optimize the

scheduling of automated tests.

CI/CD pipelines are not only meant to test software before it is delivered to the

users, but they are also meant to automate the delivery itself. This is where

continuous delivery comes in, as it would be far too time-consuming for the de-

velopers to manually update their servers and services. This part of the process

falls outside the scope of this project, as it is meant to explore the optimization

of automated tests and the continuous integration part of CI/CD.

The need for constant testing and uptime of related services has lead many

companies to host their infrastructure in the cloud. This effectively offloads a

large part of the responsibility of maintenance and monitoring to the chosen

cloud provider, while also enabling a more sophisticated and computationally

powerful infrastructure. The cloud provider is bound by Service Level Agree-

ments, or SLAs for short, to provide a certain level of service to the customer.

This means that the customer usually has guarantees of uptime, resource access,

and more. An on-premise solution would mean that the company has no guar-

antees of uptime and it would be up to themselves to make sure that all server

software and hardware is functioning correctly, this could be significantly more

expensive and time-consuming than employing the services of a cloud provider.

It is common for companies to host their entire infrastructure in the cloud,

which includes the machines that are running software tests. The associated

increase in traffic in data centers has led to more research into the resource

usage of applications that are hosted there, with high resource usage entailing

increased costs for the customers and higher electricity consumption in the data

centers. Some researchers focus on the environmental impact of data centers, a

field known as green cloud computing, while others focus more on the economic
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aspect. These fields overlap quite a lot, as saved resources would entail both

decreased costs for the user and less electricity being used by the data center

thereby contributing to a greener cloud.

Software testing has been a part of the development process for a long time,

but there has not been a significant effort in the optimization of testing envi-

ronments. The testing process itself has been streamlined and optimized due

to the need for frequent and thorough testing, which is a time-consuming and

resource-intensive process, but there is still room for improvement in the envi-

ronments that are running the tests. Developers tend to just throw resources

at the testing environment so that they can be sure that all tests are completed

and don’t crash as a result of insufficient computing power. People generally

don’t look too closely at what kind of tests they are planning to run on a given

environment but they need to be sure that there is sufficient CPU power and

memory available, so over-allocation of resources is common.

The problem of over-allocation can be illustrated with a more practical ex-

ample, where virtual machines are viewed as cars that are parked in a garage

(data center). Imagine a parking garage, we don’t know what kind of cars will

be parked there, so we make all parking spots big enough to fit a truck. Now

we can be sure that all kinds of cars are able to park there without issue, but

now the problem is that each parking spot uses a lot of space and the parking

garage itself will need to be very big. A better strategy would be to investigate

what kind of cars usually park in that area, and design parking spaces that will

accommodate them. This way we can avoid having to allocate so much space for

each parking spot and thus be able to fit more parking spots in the same area.
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Workload profiles, like the ones presented in this project, can be viewed

as parking spots for software tests. By outlining the typical resource usage of

different tests, one could potentially use less computing power and fit more test-

runners on the same hardware, leading to saved resources and a more efficient

testing environment.

2.2 Cloud Computing and its Role in Society

Cloud computing has become one of the most important technologies in the

world. Most modern web pages and applications are hosted on cloud-based in-

frastructure, which includes many critical services that are used every day. If

all cloud services were to fail at the same time, society would cease to function

and the Internet would become inaccessible. The cloud itself is not a new thing,

but this high degree of dependence is. Cloud-based services have been growing

in popularity since their conception and is only going to keep increasing if the

technological climate keeps its current trajectory.

Cloud-based infrastructure lets companies scale their services without having

to upgrade their own infrastructure, as the cloud providers have an abun-

dance of resources available that can be provisioned by the customers. This

is a substantial improvement for many companies compared to earlier times

when they had to host services on their own infrastructure, which meant that

they had to perform their own maintenance and installation of updates and

upgrades. All of this can be handled by cloud providers these days, the most

popular ones being Amazon Web Services (AWS), Microsoft Azure and Google

Cloud. These three companies dominate the market with AWS having a mar-

ket share of 34%, Azure 21% and Google 11% as of 2021 according to Statista

[15].

Cloud computing depends on several other technologies in order to function

the way it does in the data centers we use today. One of the most important
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of those technologies is virtualization, as it allows us to host several virtual

computers on the same hardware. These computers are referred to as Virtual

Machines, or VMs for short. Customers can provision VMs at their chosen cloud

provider, they can decide what kind of operating system to use, how powerful

the machine should be and much more. This leads to a highly customizable

environment that developers can use to create the perfect conditions for their

applications.

The popularity of cloud computing and variety of demands from customers

has led to cloud providers offering many different services in order to be able to

cater to the increasing demand for new types of infrastructure. AWS has many

different services available depending on what the purpose of the VM is, buckets

are used for storage, EC2 instances are general-purpose VMs to name a few.

Most modern companies use a complicated combination of many different ser-

vices to host their applications and web services, leading to a need for specialists

whose job it is to maintain and upgrade the infrastructure. This means that

the popularity of cloud services has led to a whole new profession, the Cloud

Engineer. These engineers have an important responsibility, and doing a poor

job could mean that the entire application stops functioning. All this goes to

show how important cloud services have become and research into the subject

has thus increased significantly over the years.

Cloud services are especially useful for applications that require a lot of compu-

tational resources, such as big data and artificial intelligence applications. Such

applications are constantly analyzing and processing large amounts of data and

require sophisticated and efficient infrastructure to do so without crashing or

slowing down. Big data and artificial intelligence are becoming increasingly

popular and more and more companies are attempting to use them in their

own applications. Those applications tend to use a lot of resources, so this

further compounds the need for the expansion of cloud infrastructure services.

Large amounts of data traffic and computation in data centers also increase the

20



need for electricity, which has led to data centers becoming one of the largest

consumers of electricity worldwide [10].

Green Cloud Computing

Green cloud computing is a fairly new and popular paradigm that has become

a highly researched topic after people started noticing the large amount of elec-

tricity being consumed by data centers. It has been estimated that data centers

account for as much as 1.5% of global energy usage, a number that is expected

to keep increasing as cloud computing grows in popularity [10]. Mastelic et

al. outlines recent trends in energy efficiency within cloud data centers in their

paper Recent Trends in Energy-Efficient Cloud Computing [10], showing how

academia and researchers have been counteracting the ever-increasing demand

for electricity in cloud computing. They mention how a data center is comprised

of multiple parts that all require a large amount of electricity, with the com-

puters and cooling being the most demanding. Any technology or methodology

that reduces energy usage or improves energy efficiency helps further the goal

of greener cloud computing.

An important part of energy efficiency and reducing the resources used in a

data center is efficient VM scheduling and resource allocation. Virtual ma-

chines are placed on physical machines that have available resources, but there

are usually multiple available physical machines at any given moment, so which

one should be used? It is ideal to keep the spread of VMs as small as possible,

meaning we want to consolidate the VMs to as few physical machines as pos-

sible. Physical machines that are not in use can be placed in power-saving idle

modes, so it is beneficial to keep them idle whenever possible. Idle machines can

easily be switched back on if more applications are being started or if existing

ones need to scale up due to an increase in traffic. VM consolidation requires

sophisticated resource scheduling techniques in order to ensure minimum re-

source usage without negatively impacting the performance of the applications

21



and services hosted on said VMs.

Network usage is also a big factor in electricity consumption, as network de-

vices tend to use a lot of electricity when there is a lot of traffic. Data centers

need highly sophisticated network equipment, such as advanced routers, to han-

dle the incredible amount of traffic coming in. One way to handle this is through

power-saving modes and adaptive transmission rates [10].

Energy-saving methods are beneficial in several ways by not only saving elec-

tricity and thereby helping prevent global warming but also by reducing costs

for cloud providers. Mastelic establishes improving the network infrastructure

as the first step towards more energy-efficient data centers. An energy-efficient

data center will need to be optimized in both hardware and software, as all parts

of the cloud environments tend to use a lot of resources. It is also possible to

save energy by reusing thermal energy produced by the data center in creative

ways.

Some cloud providers have developed conceptual data centers that can reuse

the energy produced by their machinery to reduce the climate impact of their

data centers. The machinery produces a lot of thermal energy as a result of

the high amount of computation being done at any time, also as a result of

high internet traffic on their network equipment. This energy can be used to

heat up water that can then be sent to nearby building to be used as heat-

ing [1], or recycled and reused either in the same facility or elsewhere. Both

of these methods and more are being used by Amazon in their data centers

when it is possible, according to a blog called Water Stewardship in Data Cen-

ters from their website [2]. Reusing energy in this manner shows that energy

efficiency improvements are not limited to the software and computer equip-

ment, but can also be implemented in the infrastructure of the data center

itself.
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Novel methods of utilizing green energy in the cloud have been developed as

well, in terms of software, hardware and data center placement. Some data

centers are built close to sources of green energy, such as hydro or wind power.

Planning data centers this way could decreases their impact on global warm-

ing and potentially their costs as well. Software has been developed to take

advantage of such data centers, more specifically VM placement and migration

algorithms. Placing VMs on data centers that have access to green energy lets

environmentally aware companies reach their goals of reducing the climate im-

pact of their services.

Access to green energy can vary depending on the conditions of the surrounding

environment, energy from wind is for example dependent on the current weather

in the area. It is possible to check the availability of energy in the power grid

of a given area, which opens up the possibility of keeping track of where there

is extra power available. Movement of VMs is not limited to the data center

they are currently hosted at, they can also be migrated to other data centers

over the internet. Combining this with the previous point opens the possibil-

ity of constantly moving VMs to data centers that have available green energy,

thereby letting them run solely on green energy even if the access to renewable

energy varies. This concept was explored by Ingvild Stølen in her thesis titled

The CAST-algorithm bridging green energy with continuous testing [17].

2.3 Literature Review

There is extensive research available in the field of workload profiling in cloud

environments, but most do not focus on software testing. Researchers tend to

focus on application performance and establishing profiles that can be used to

predict resource usage of various software. Studies such as An Approach for

Characterizing Workloads in Google Cloud to Derive Realistic Resource Utiliza-

tion Model by Moreno et al. [12] outline the high variability in cloud computing

workloads, owing to the fact that there are so many different kinds of applica-
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tions and services being hosted on cloud infrastructure. They bring up several

factors that need to be considered when measuring the computational demand

of applications in the cloud, such as metrics related to the users of the applica-

tion. This includes the number of users, user behavior, and how often users need

the application. These factors can be ignored when one is specifically looking at

software testing profiles, as the amount of traffic and application use cases are

predefined by the developers. This predictability could increase the usefulness

of software testing workload profiles, as resource demand should remain mostly

consistent across subsequent runs of the same tests.

Some tech companies have also become interested in cloud workload profiling,

with giants such as Google participating in studies that seek to classify work-

loads and use them to improve efficiency in cloud environments. Mishra et al.

sought to use insights from Google Compute clusters to characterize workloads

and then use them to explore applications in capacity planning and task schedul-

ing [11]. Capacity planning seeks to select resources such as CPU, network and

memory to minimize cost while under the constraint of applications being able to

meet their service level objectives while using as few resources as possible [11].

Task scheduling is the process of optimally placing application workloads on

available hardware, which is viewed as a multi-dimensional bin-packing prob-

lem in their paper, Towards characterizing cloud backend workloads: insights

from Google compute clusters. Bin-packing is an optimization problem that re-

volves around fitting as many items as possible in as few bins as possible, and is

common in computer science projects that focus on resource allocation. Mishra

et al. divided their approach into four steps, first they identified the workload

dimensions, then they constructed the workload profiles using known classifica-

tion algorithms, then they determined break-points in the measurements they

received before finally merging similar tasks into the same profile.

Do et al. bring up the importance of resource utilization in their paper Profil-

ing Applications for Virtual Machine Placement in Clouds [8]. They sought to
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examine the relationship between the application workloads and resource uti-

lization in the cloud, and determine the degree of correlation between them.

Ideally we would want there to be a high degree of correlation because it would

indicate reasonable resource usage, but this is not always the case. Their re-

search paper highlights the importance of more efficient resource utilization in

data centers, as over-provisioning of resources is a very common problem, with

some cloud providers having resource utilization below 50% [8].

Some researchers bring up the fact that virtual machine consolidation can lead to

service degradation if we do not take the necessary precautions when it comes

to the resource usage of each machine that is being consolidated. Ye et al.

highlight this point in their paper, Profiling-Based Workload Consolidation and

Migration in Virtualized Data Centers [18]. There is also significant overhead

associated with virtual machine migration and consolidation, which is why they

also propose ways of minimizing the number of migrations. This topic is highly

relevant in green cloud computing, where the goal is more efficient power- and

resource-saving strategies.

Green cloud computing is a highly researched topic, with several of the ma-

jor cloud providers also becoming more and more interested in reducing their

environmental impact. The power consumption of cloud data centers accounts

for a substantial share of global power usage, and is expected to keep increasing

in the future. Strategies such as virtual machine consolidation, efficient cooling

and creative use of thermal energy produced by data centers have been imple-

mented to curb the growing energy demand of data centers. The subject of this

paper ties into virtual machine consolidation, as the goal is to produce work-

load profiles that can be used to consolidate machines that are running software

tests. This approach is intended to facilitate the process of finding machines

that have the capacity to host several test runners at the same time without

affecting the performance of the runners, this could potentially save energy in

data centers because other machines would be freed up and made idle, thereby
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using less power.

Cloud data centers were estimated to account for about 1.5% of the global

power consumption in 2010 [6], and the demand for cloud services drastically in-

creased since then. This highlights the need for efficient power-saving strategies

in cloud data centers, as the energy demand would otherwise become unman-

ageable. This multi-faceted issue can be handled in a myriad of ways, and the

combination of different methods has proven to be very efficient in tackling the

increasing demand for power. This is evidenced by the fact that even though the

use of cloud computing and the associated expansion of data centers has been

increasing, the share of the global power consumption attributed to cloud data

centers has not increased as much as we would expect. A study commissioned

by the EU in 2020 reported that cloud data centers accounted for 2.7% of the

total energy consumption within the EU [5]. One would expect this number

to be higher in 2020 after years of significant growth in the cloud sector, but

efficient power-saving strategies such as the ones mentioned earlier have made

sure that the power consumption of data centers has not grown out of control.

The same study brings up the fact that the power consumption in data centers

is expected to increase to 3.21% by 2030 if we keep the current trajectory [5].

System-wide optimization methods have been developed by researchers seek-

ing to increase hardware utilization and thereby reduce the carbon footprint of

data centers. Chen et al. presented one such method in their paper, Profil-

ing Energy Consumption of VMs for Green Cloud Computing, involving profiles

that characterized energy usage of VMs [3]. There are many avenues to con-

sider when seeking a greener cloud environment, researchers such as Chen focus

directly on the energy usage of VMs, while others focus on resource utilization.

In spite of their focus being on energy usage, they ended up focusing more on

resource utilization, with a modeling technique called vMeter. This technique

was developed in another paper, where they discovered a positive correlation

between a system´s power consumption and the utilization of its components.
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This gives credence to the idea of using workload profiles of test-runners to im-

prove resource utilization and thereby reduce the power consumption of data

centers.

The idea behind this project is closely related to bin packing in that it revolves

around fitting more VMs on one server. There are two major differences how-

ever, which distinguishes this project from previous research. The first is that

the algorithm does not actually try to place VMs on physical machines by itself,

but it could be used as more of a facilitating agent in the bin packing process by

letting more VMs fit on the same machine than what would otherwise be possi-

ble. The second way it differs is in the fact that the resource usage varies over

time and the algorithm tries to look at the pattern of the usage instead of repre-

senting it as a static number. De Cauwer et al. introduces a similar concept in

their paper, The Temporal Bin Packing Problem: An Application to Workload

Management in Data Centres [7]. They refer to the problem of temporal bin

packing as a generalized approach to the classic problem, where items have a

lifespan in addition to their size. They bring up the fact that data centers tend

to over-provision VMs in order to ensure that there is always enough resources

available to the customers, but this is problematic in that only a fraction (6-

12%) of electricity is used in productive computation [7]. The over-provisioning

and associated excessive electricity usage also strengthens the thought behind

this project. Their approach involves a set number of bins (servers) and items

(VMs) where each item has an associated resource requirement and a lifespan.

De Cauwer defines the temporal bin packing problem with a slightly differ-

ent purpose than what is discussed in this thesis. They focus on using the time

an application uses rather than how the resource use changes over time. The

goal is still the same however, namely fitting more VMs on the same server.
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2.4 Application Programming Interfaces

Application programming interfaces, or APIs for short, represent a way for com-

puter programs to interact with each other across platforms. APIs are designed

for reuse by other developers in their applications and are thus modular and

extendable in nature. Modular code consists of code that is separated into in-

dependent and interchangeable modules, which means that they can be reused

by other programs independently of each other. APIs are usually made using

object-oriented programming, which is a programming paradigm that revolves

around persistent objects and data rather than functions. An object is usually

represented as a class that contains multiple fields of data as well as methods

that can be used to add, remove or change the data contained in the object.

Classes can be reused in other parts of the same program or imported and used

by another separate program, which makes it an ideal programming paradigm

for the creation of APIs. Having the ambition of turning a program into an

API right from the start of development is likely to increase the reusability and

user-friendliness of the program, even if it does not turn into an API at the end.

In order to facilitate this, it is usually a good idea to design the program using

object-oriented programming.

APIs are usually exposed to the public by having the users make an account

before receiving an API token that they can use to identify themselves and gain

access to the API. The user can then make queries to the API or use meth-

ods and classes provided by the API and use them in their own programs. A

common form of API is one that lets users retrieve certain data from a website

or application, this could for example be a weather reporting site letting their

users retrieve data about the weather for the upcoming week. If a user wants

to make a website that can display the weather in a different way than what

is currently being done by the weather reporters, they can retrieve the data

through the API instead of having to generate it themselves. This saves a lot

of time and resources for everyone, as otherwise everyone would have to gather
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their own data about the weather, which would be incredibly time-consuming.

Programs that are meant to help facilitate an already existing process could ben-

efit from being programmed as an API. The program discussed in this project

revolves around the facilitation of more efficient resource allocation and schedul-

ing, which opens up the possibility of it being developed as an API that can be

used by resource scheduling programs. If there already exists a program that

does resource scheduling in cloud environments, it makes more sense to make

an API that can be utilized by said program instead of making a brand-new re-

source scheduling program. Making an API instead of a self-contained program

also opens the way for further development through direct and indirect input

from the users of the API.

2.5 The Balance of Speed and Quality in Software Devel-

opment

Time is of the essence when developing applications and web pages, and develop-

ers need to keep a balance between delivery time and software quality. Updates

are churned out at a rapid pace in most modern IT companies, requiring a ro-

bust infrastructure to make sure that deliveries go smoothly and development

is constantly moving to the next task. Developers can’t be idle after completing

one task, they have to move on to the next one to keep up with the demands

of the users and the market. The robustness of the software and the infrastruc-

ture around it comes from high software quality, thorough testing and a secure

environment, among other things.

A secure environment is most commonly accomplished by hosting the infrastruc-

ture on a cloud service, thereby receiving certain guarantees from the provider.

Guarantees provided by the cloud service are not enough to ensure high-quality

software and uptime however, the developers also need to test the software and

thereby provide quality assurance. This is commonly done through automated
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test pipelines, which can take a lot of time to run depending on the thorough-

ness and types of tests contained within.

There are many factors that can have an effect on how fast or how slow a

pipeline completes its tests, such as how many tests there are and the amount

of resources allocated to them. A lack of allocated resources can lead to slow

and unstable test execution, which can be very harmful to a business if it hap-

pens repeatedly. There seems to be a lack of concern for the condition of the

environment running the tests, as many developers seem to just launch the tests

and let the cloud service handle the rest. My own experience in the industry

has indicated that we tend to simply rerun the pipeline if it fails for an unknown

reason, without investigating the reasons behind too thoroughly.

2.6 Bin-packing

Bin-packing is an optimization problem where the goal is to fit as many items

as possible into as few bins as possible, and is highly relevant to resource alloca-

tion in cloud environments. There are several algorithms that can approximate

solutions to large instances of the problem, such as first-fit and best-fit algo-

rithms. The version that is used in resource allocation problems is known as

Virtual Machine Packing, or VM-packing for short. This problem is different

from standard bin-packing in that it allows bins to share resources with other

bins, which is common when hosting virtual machines on the same physical

machine. The virtual machines can share the computational resources of the

host machine, as long as there is room to do so. Several machines being present

on the same hardware can reduce the resources required to run the virtual ma-

chines, as the machines can share certain elements that only need to be stored

once.

May variations of bin-packing algorithms are used in cloud environments, mainly

in resource allocation and virtual machine consolidation. The idea of bin-
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packing is directly analogous to the process of virtual machine consolidation, as

the goal of consolidation is to fit as many VMs as possible in as few physical

machines as possible. Workload profiles are also relevant in this process, as

such detailed knowledge about the demands of a VM may help facilitate the

consolidation of VMs by making it easier to see how multiple VMs can fit on

the same hardware.

The research in this field is abundant, but there is not much to find when

it comes to bin-packing within software testing. Even though bin-packing is

not part of the main theme of this project, it is still relevant to the underlying

problem of resource utilization and efficiency in cloud environments. Chris-

tensen et al. [4] bring up many different approaches to bin-packing in the cloud

in their paper, Approximation and online algorithms for multidimensional bin

packing: A survey. The survey brings up the large amount of mathematical

research that has been done, as bin-packing is an NP-hard problem and its so-

lution has only been approximated as of today. One of the fields of research

brought up in the survey is d-dimensional vector bin-packing, in which each bin

is a d-dimensional vector and vectors have to be placed into unit-vector bins.

The parameter d represents the number of different resources being measured,

such as CPU, memory and I/O statistics. This form of bin-packing has many

applications in resource allocation and virtual machine placement, as each VM

or job has multiple resource requirements [4]. A machine has a set upper bound

for each of the resources, the goal then becomes to assign the vectors, where

each vector represents a workload, to machines without exceeding the bounds

set by the machine. The problem then becomes identical to the vector packing

problem, which has many applications outside of cloud resource usage [4].
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3 Approach

The preceding literature review gave some insight into the current research be-

ing done in the field of resource utilization in cloud environments, showing us

that there are many avenues for further improvement. Research is typically not

restricted to a specific type of application, instead having a more general view

of applications that run in cloud environments. This leaves room for more fo-

cused research on specific types of programs, such as test-runners, which brings

us back to the problem statement: Explore the usefulness of workload profiling

in order to facilitate green resource provisioning for software testing in the cloud.

The goal is to improve the resource utilization of servers in cloud environ-

ments, specifically with regard to virtual machines that are running software

tests. Workload profiles could be used to improve the process of resource pro-

visioning, mainly by offering more knowledge about the demands of the VM

before provisioning the appropriate amount of resources. Another benefit of

this knowledge is the ability to potentially host more virtual machines on the

same hardware if one first makes sure that their profiles are complementary.

Complementary meaning that the resource usage of the profiles follows patterns

that fit together. This can be illustrated with an example; say we have two tests,

test 1 and test 2, test 1 has a spike in CPU load 30 seconds into its runtime,

while test 2 has low CPU load 30 seconds into its runtime, then the profiles

for those tests are compatible if the rest of their runtime also follows the same

pattern.

Another more abstract way to visualize the concept could be to view the profiles

as keys, each profile having a unique pattern in their resource usage, with the

spikes in for example CPU load being the pattern of the key. If two keys have

complementary patterns, meaning the spikes of one key correspond with the val-

leys of another, we could fit those keys on top of each other. In other words, we

could fit two virtual machines on the same hardware if the spikes in resource us-
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age of one VM correspond with dips in resource usage on the other. This kind of

temporal profile differs from other workload profiles, where resource demand is

often represented as a single number instead of a pattern that changes over time.

The problem can be attacked from many angles, so the exploration part of the

problem statement refers to the examination of the different directions as well

as a review of the usefulness of such profiles. The profiles are meant to facilitate

efficient resource allocation, the focus of the paper is the profiles themselves,

which is only the first step in resource allocation. This means that this chap-

ter revolves around the development of the profiles, and further research and

applications are discussed in the results and discussion chapters. The problem

was approached as a development of a proof of concept, meant to show that

application-specific temporal workload profiles can be useful in resource alloca-

tion. This thesis revolves around using such profiles to schedule software tests

in the cloud, but the concept could be generalized to other applications as well.

3.1 Research Methods

Research can be either exploratory or comparative, with each method being

suited to different use cases. The usefulness of a comparative research method

depends on the quality of available research in the given field, and sometimes a

lack of research can make comparison very difficult. Exploratory research charts

and investigates available research in order to learn valuable insights and reveal

possible directions for further research. The following sections will explain these

research methods a bit further.

Exploratory

Owing to the first word in the problem statement, explore, the research in this

paper is mainly exploratory. This means that the main goal is to gain more

insight in the field and explore the usefulness of the technology. The first step

of the exploratory research is to browse the available literature and gain an
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overview of the subject, which in this case is resource allocation in cloud envi-

ronments. Exploratory research can be viewed as a journey where we figure out

which direction to take underway, finally arriving at a conclusion after exploring

several possible paths. The downside of this method is that the researcher does

not commit to developing a solution to the problem, but rather focuses on the

exploration and charting of possible solutions and their feasibility.

Exploratory research helps researchers understand the current status of the

problem and field, and gives them an overview of possible directions to take

when working on the problem. It is difficult to determine if a solution is feasible

without first examining the current practices in that field, and one may gain

valuable insights that can significantly improve the results by reviewing relevant

literature. The literature can help the researchers in providing possible angles

that the project can explore, resource allocation could for example be aimed at

reducing the environmental impact of data centers or reducing costs for cloud

providers and their customers. Exploration and literature review can be used

as a first step when working on a project in applied sciences such as information

technology, it does not solve the problem but it may help the researchers in

deciding which direction their project is going to take.

Comparative

Comparative research involves the comparison of different methods or objects

of research with the purpose of discovering each object’s advantages and disad-

vantages. It could for example involve the comparison of different methods of

resource usage optimization in cloud environments or different ways of planning

software tests. This can be a highly time-consuming process, as one would need

to find multiple studies on the same subject and test the relevant technologies

to their limits, instead of just focusing on a singular technology or method.

Comparative research methods are best suited when there is an abundance of

available methods and technologies to test, which is not always the case. The
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objects being compared need to be relevant to the topic at hand if the results

are to be useful in the research being done.

3.2 Assumptions

Most research begins with an assumption about the problem domain, and this

project is no different. The underlying assumption in this case is that there is

significant wastage taking place in cloud environments that are running software

tests. This ties into a more general assumption about resource waste in data

centers, meaning that we assume that the computational resources in cloud en-

vironments are not being fully utilized, an assumption that is backed up by the

research presented in the literature review.

The abundance of research into resource allocation and more general energy

efficiency in data centers shows us that there is room for improvement there,

but there is a noticeable lack of research into the resource usage of specific

types of applications such as test runners. Herein lies another assumption, that

there is room for application-specific optimization methods that might improve

utilization even further. This project focuses on methods that are specific to

software tests, but it might be possible to generalize them to other applications

as well. The assumption of inefficiency in software tests that are run in the cloud

leads to many possible solutions, but there is no guarantee that the solution will

be useful for the industry. This being a short project meant that there were

some constraints on the possible scope. The problem statement says that the

project will explore the usefulness of workload profiling in resource provision-

ing, this is done in a mostly theoretical context as implementing it with existing

technologies might be too time-consuming. Due to this, one of the main goals

is to answer the question of whether this kind of technology could be used to

alleviate the assumed resource waste in data centers.
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3.3 Goals

There are many goals to think of when developing a project like this, and the

list had to be narrowed down to realistic proportions. The result was a list of

four main goals that are outlined here.

• First goal: Find software tests that can be used as examples of how much

computational power typical tests use.

• Second goal: Design a script that can run the tests repeatedly while also

recording CPU and memory usage.

• Third goal: Use the recorded data to define profiles that describe the

resource usage pattern of a given software test.

• Fourth goal: Design a scheduling algorithm that uses compares the profiles

and finds out if they can run concurrently on the same server without

overloading it.

3.4 Similarities to Bin-packing

Bin-packing is similar to the algorithm of this project in some ways, but also

quite different. Bin-packing algorithms usually view the workloads as static

boxes whose dimensions are determined by the number of metrics that are

taken into account. The boxes are static in that their resource requirements

are viewed as a static number, a VM can for example be represented as a two-

dimensional box where the height and length are equal to the CPU and memory

demands respectively. The problem with this approach is that CPU and mem-

ory demands tend to fluctuate during the lifetime of the VM, which means that

a static number is not a realistic representation of resource usage. The static

number is mainly meant to make sure that VM is allocated enough resources to

complete its workload without any bottlenecks or crashes, but might also lead

to a waste of resources due to the number most likely being modeled on the

peak resource usage of the VM. There is likely room for more efficient resource
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allocation if, for example, the peak resource usage only lasts for 1 minute while

the total lifetime of the VM is 10 minutes. In reality, the resource usage profiles

are more similar to puzzle pieces than rectangular boxes, and modeling them as

such would enable far more efficient use of space on physical machines.

Figure 3 shows an example of the benefits of a more fine-tuned approach to

a VM consolidation problem. The traditional way of seeing the resource de-

mand as a static number is represented by the rectangular boxes, where two

bins are needed to store all of three of them. Whereas the puzzle pieces repre-

sent the profiles modeled on resource usage that varies over time. The puzzle

pieces fit neatly together in one bin.

Figure 3: Traditional bin-packing versus approach where resource demand

varies over time. The traditional method needs two bins because the three boxes

are too big to fit into just one bin. Letting the resource demand vary over time

lets all three items fit into one bin by checking which ones are compatible.

This method of modeling workload profiles could be referred to as a kind

of temporal bin-packing, similar to the paper written by De Cauwer which was

referenced in the literature review. In the case of this thesis, time is introduced

in the form of letting resource use change over time and looking at the resulting

pattern of resource use. This perspective opens up some new opportunities,

but deciding which ones are feasible might require more technical testing. One

could for example imagine a version of bin-packing where the amount of items

that can fit into each bin changes over time, that avenue won’t be explored in
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this paper but it could offer some interesting opportunities in the future.

The approach in this paper is to sum the resource use of one workload at time

t with the resource use of another workload at time t and then repeat this for

all timestamps. A threshold is chosen, for example 90% CPU load, and the

workload profiles are assumed to be able to fit in the same ”bin” if there is no

timestamp where the sum is greater than the chosen threshold. This means that

the general idea is to try to fit two compatible tests on the same server, but the

concept could be extended to include more tests as well.

3.5 Procedure

Proceeding with exploratory research entails certain risks, mainly relating to

the uncertain nature of such projects. This means that through the research,

many possible paths to guide the project forward will emerge, thereby running

the risk of choosing the wrong direction or investing in a direction and then

changing direction later on. The lack of available research in the specific field

gives little choice but to employ an exploratory strategy, as a comparative one

requires objects that one can compare. This strategy increases the importance

of guidance and discussion, as the path forward may not always be clear to the

writer, and tunnel vision can easily occur. The lack of available research shows

that there is room for new ways of thinking and improvement in cloud software

testing, and the coming work will hopefully unravel new ways to facilitate better

resource allocation for test-runners.
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Chapter Description

Results The Results section starts by giving an introduction to the initial goals of

the project and how they changed as time went on. Then it presents each

of the steps the implementation went through, starting with monitoring, then

modeling profiles, then the algorithm before mentioning some special cases and

issues.

Discussion Further explains the results from the previous chapter and discusses their im-

plications in a broader context. Starts by discussing each aspect of the project,

from the problem statement all the way to the end result. It also discusses

the feasibility of the results, further testing possibilities and opportunities for

future work.

Conclusion Concluding remarks and reflections on the goals of the project and whether or

not the problem statement was adequately answered by the thesis.

Table 1: Approach used in the following chapters.
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4 Results

The goals of this project were subject to many changes, this chapter will ex-

plain how and why they were changed as a consequence of the results that were

obtained. The main goal of the project was to define profiles that would be

useful in facilitating more efficient resource allocation in software testing in the

cloud, while this goal was important at first, the focus quickly shifted to the

algorithm itself as time went on. Another goal was to find existing software

tests used in large well-known applications and use them to form a baseline of

expected CPU load in software testing, but this proved to be less important

and more time-consuming than other tasks. There was a hope of implementing

the algorithm from this paper along with a test environment like Jenkins or

Gitlab to show the benefit of this method of VM scheduling. This proved to be

a time-consuming task that might be better suited for future work that builds

on this project. The algorithm itself and its possible implementations turned

out to be the most important technical aspect of the paper, thus most of the

other goals mentioned were explored in theoretical terms.

The first step of the process was to define the resource profiles themselves,

as this could be done in many different ways and it was important to establish

which method was best suited early on in the process. Profiles would have to be

based on how the resource use changes over time, as opposed to the approach

taken in bin-packing where a static number is the most common way of defining

a profile. It would be optimal to base the profiles on several metrics at the same

time, such as CPU, memory and network usage. This would give a result that is

more representative of how the associated workload behaves in practice. CPU is

used as the sole defining metric in the examples in this project, but the profiles

are able to process memory as well. It was found that using more metrics was

not necessary to illustrate the point of the paper, but the algorithm could be

extended to include other metrics as well.
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The next step after defining resource usage profiles was to evaluate whether

or not it is feasible to use them to make an algorithm that can help a scheduler

to fit more virtual machines on the same server. Different ways of gathering

resource usage data were explored, as well as various methods of displaying the

gathered data. After a method of data collection had been chosen, it was pos-

sible to compare data from different sources. This comparison could be used to

find out if the profiles were compatible to fit on the same server. A resource

usage threshold was chosen, for example 90% CPU load, and the usage of two

profiles were added together to see if the total usage stayed below the threshold.

If the sum was below the threshold at all times during the execution of both

tests, then one can assume that it is possible to run those tests concurrently on

the same server. The possibility of delaying the start of one of the tests was also

added, this was beneficial when two profiles were not immediately compatible

but could be if one of the tests were delayed so that computational spikes from

both tests did not occur simultaneously.

The final product is a proof of concept of an intelligent scheduling algorithm

that could be used to improve VM consolidation. This is in line with the goal

of the project, as the main objective was to explore the usefulness of this kind

of temporal workload profile in test scheduling. That goal was mostly achieved,

but further verification of the results is something that should be done in a test

environment like Jenkins or Gitlab and is suitable work for a future thesis.

4.1 Monitoring Resource Usage

Monitoring the resource usage of a virtual machine is fairly straightforward, but

there are several factors that need to be taken into account. There are many

different methods and possible interpretations that could affect the results, such

as the hardware being used and the time between each measurement. In this

case, the most important resource to monitor is CPU usage, which is usually

measured as an average usage over a certain time.
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Hardware

Performance is highly dependent on the hardware being used, thus it only makes

sense to compare profiles that were tested on the same hardware. If a test is

monitored and its resource usage is saved in a log file, the numbers in the file

will only make sense in the context of the hardware it was running on. CPU

load for example, is measured as a percentage of how much of the total capacity

is being utilized at a given time, meaning the number would vary depending on

the amount of computational power that is available at that time.

It would be ideal to do all data gathering on the same server under the ex-

act same conditions in order to avoid any unwanted interference and variations

in the data. This can be achieved by doing all calculations on my personal ma-

chine, the only issue with this is that it would likely entail a substantial amount

of interference from other processes that are running in the background. For

this reason, a virtual machine running in the cloud seems to be the best option

if we are monitoring a real test. The VMs on the same data center are usu-

ally running on the same type of hardware even if they are on different servers.

The VMs should have similar performance if they are of the same size and fla-

vor. Running the program on a VM also has the benefit of allowing the user

to choose the flavor, opening up possibilities in testing with varying amounts

of resources. Most of the testing in this project ended up being done on my

personal computer mostly for convenience and due to time constraints.

Resource monitoring in Linux

Most tools that help with CPU monitoring let the user choose the time frame

from which to calculate the average usage, this is also how the built-in moni-

toring tools in Linux machines do their calculation. I considered using built-in

tools such as sysstat or the top command, but encountered some complications.

The top command gives the user a list of the ten processes that are using the

most resources right now, but the main problem with this approach is that ap-
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plications such as a Gitlab-runner spawns multiple processes when running a

test pipeline. This means that it is difficult to determine the total resource usage

of a pipeline, especially when using the Docker executor which spawns multiple

containers for each pipeline. The command can be very useful if we want to

check which processes are hogging the CPU or memory, but are unsuitable for

logging the total usage.

Python

I ended up using Python to measure resource use, so Linux tools such as Sysstat

were not needed. But the Linux tools were still worth mentioning to illustrate

the different ways that resource use can be monitored, showing that some meth-

ods are more lightweight or otherwise specialized to suit different use cases.

Psutil is a Python library that offers a wide range of functions that can be

used in the monitoring of resource usage and utilization. I opted to use Psutil

to record CPU usage through a Python script. The script needs to be run-

ning while test simulations are being executed, during which it will record the

percentage of CPU power being used and save it to a log file. The code snip-

pet on the next page shows the script that monitors resource use and writes it

to a text file. The script takes a threshold and a filename as arguments. The

threshold is used to stop the recording once a certain amount of time has passed.

44



1 def record(threshold , name):

2 timestamp = str(datetime.datetime.now())

3 filename = ’logs /{}/{}. txt’.format(name , timestamp.replace(’ ’,

’-’))

4 os.makedirs(os.path.dirname(filename), exist_ok=True)

5

6 with open(filename , ’w’) as outfile:

7 print(’Recording resource utilization ...’)

8 start_time = time.time()

9 while True:

10 elapsed_time = time.time() - start_time

11 if elapsed_time > threshold:

12 print("Stopping recording")

13 break

14 outfile.write(’{} {}\n’.format(psutil.cpu_percent(

interval =1),

15 psutil.virtual_memory ().percent))

It is worth noting that most modern computers have multiple cores in their

CPU, this includes the virtual machines used in cloud services. The architecture

of the machine needs to be taken into account when calculating resource usage,

as many monitoring programs report CPU usage of each individual core. This

means that the CPU usage of a process is often shown as above 100%, which

indicates that the process is using more than one core. In other words, a CPU

with 4 cores can use 400% CPU. We only need to consider this fact if we are

monitoring CPU usage of individual processes, not when monitoring the entire

machine.

Setting up an environment where software tests can be executed in a realis-

tic manner, such as in a Gitlab environment with multiple runners, turned out

to be a time-consuming process. This led to a decision being made to simulate

CPU load to generate some data that could be used to define example profiles.

The data is sufficient for defining example profiles as long as it is similar to

real-world CPU load statistics. For this reason, the data used in the examples

further down is either generated through a script that does some mathematical
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operations many times or another script that generates some pseudo-random

numbers that look like CPU load statistics.

Simulating CPU load

The nature of the actual processes being monitored is unimportant to the end

result, as my interest lies in examining the possibility of using workload profiles

to efficiently allocate resources. Test simulation is done in three ways, building

a Docker container, running a script that generates some CPU load or running

a script that generates some numbers that look like CPU load statistics. The

time used by the simulations was fixed, as opposed to tests in real life that can

use more or less time depending on various conditions during the execution.

This was done in order to keep the examples as simple as possible while also

being complex enough to illustrate the points being made.

Measuring CPU load from building a Docker container generated the statis-

tics that can be seen in figure 4. the script calculates the graph based on log

files found in a folder, it takes all of the files in the folder and produces a graph

that shows the CPU usage from each execution of the logging script.
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Figure 4: CPU usage over time, this graph shows the maximum values

registered for each timestamp over several executions of the same script. This

graph shows the erratic nature that CPU load sometimes exhibits.
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4.2 Modeling

The workload profiles need to be precisely defined before they can be used to

facilitate resource allocation. There are many ways to do this but the first step

is always to decide which metrics to base the profile on. The two metrics that

are usually considered when designing workload profiles are CPU and memory

usage, but there are others whose inclusion may make the profiles more so-

phisticated and produce better results when the profiles are used in a resource

allocation algorithm. Including more than one metric further complicates the

task of comparing profiles and finding out which of them are compatible for

concurrent execution, compared to the one-dimensional problem resulting from

using just CPU load. The procedure is mostly the same but the task of finding

a match between profiles becomes much harder, due to the fact that all metrics

need to be within certain parameters at the same time.

Metrics

The metrics are modeled based on how they change over the runtime of the

workload, this runtime varies depending on how fast the hardware is able to

execute the program. One of the goals is to facilitate better resource utilization

by allowing compatible tests to run concurrently on the same hardware without

negatively affecting performance for either one. This means that it is necessary

to record the time it takes for each test to complete and make sure that the

runtime does not increase after implementing the new scheduling strategy in

order to completely verify the results. It was found to be beneficial to base the

profiles on several executions of the same workload, as that should give a better

view on the typical resource usage.

The three main metrics that are usually considered when designing workload

profiles, from most common to least common, are CPU, memory and I/O statis-

tics. The profiles are meant to represent the assumed resource usage over the

lifetime of a workload. Examples of workloads include various applications, such
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as web servers, online video games or software tests. Profiles that describe the

resource usage of applications can be used to improve resource scheduling and

efficiency in data centers by facilitating more accurate resource allocation. Con-

sidering multiple metrics instead of just CPU for instance, leads to more sophis-

ticated profiles that may describe actual resource usage more accurately when

compared to the one-dimensional version. Viewing a metric as a statistic that

changes over time yields a graph where it can be displayed as a one-dimensional

function f. Using CPU as an example gives a function that shows the percentage

of CPU being used at time t.

f(t) = CPU load at time t

The metrics can be represented with three different strategies: using one metric,

multiple metrics separately, or combining multiple metrics into a one-dimensional

aggregate. Each strategy has its own benefits and downsides, with the single-

metric one having the benefit of being the most simple and straightforward

one while also having the least room for error. Using aggregated metrics, on the

other hand, will lead to some inaccuracies as a result of errors in the calculation,

such as rounding errors caused by the computer. Whether or not the benefits of

more sophisticated profiles outweigh the added complexity and possible errors

is something that needs further investigation.

Measuring a single metric such as CPU usage has the benefit of simplicity and a

small chance of error in calculation and measurement, but the result may not be

indicative of actual resource demand. Profiles derived from a single metric are

not representative of total resource usage, as applications consume several re-

sources at the same time and not just the CPU. While several metrics would be

beneficial, CPU has been shown to be the primary bottleneck in cloud environ-

ments and is thus the most significant factor when predicting resource demand.

This project seeks to make profiles that can help facilitate consolidation and

allocation on cloud servers, in which case it would be beneficial to consider

multiple metrics so that the profiles are as realistic as possible, but this being
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a short project means that certain compromises had to be made. The single

metric profiles should be adequately representative of the real resource demand,

but there is room for improvement through inclusion of more metrics. Even if

the algorithm in this project mainly looks at CPU load, it can still be extended

to look at several metrics. The results shown here are mainly meant as a proof

of concept, and CPU is the most logical metric to use for that purpose since it

is usually the most important metric to consider.

The d-dimensional bin-packing problem, brought up by Christensen et al. in

[4] is especially relevant in the modeling of workload profiles. Using vectors to

represent a profile with multiple resource requirements could open up a world

of mathematical methods that may be utilized. If we are measuring m different

resources, one can denote the resources as r1, r2, ..., rm. Measuring the current

resource usage n times gives the following set of resource vectors.

R1 =



r1

r2

.

.

.

rm


, R2 =



r1

r2

.

.

.

rm


, ..., Rn =



r1

r2

.

.

.

rm


Which can be denoted as

R =
[
R1, R2, ..., Rn

]
This way of modeling resource usage can be modified to fit the constraints of

this project. The profiles are based on lists of resource usage, if for example the

r1 values represent CPU load then CPU load is stored a list of all r1-values. r2

could represent memory usage, thus creating a list of all r2-values. This means

that one profile could be defined by a unique set of resource vectors, R.

One of the benefits of modeling resource usage in this way is that it is then
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possible to see a distinct pattern for each workload by looking at the values of

R. Similar to the key metaphor mentioned earlier, one can view the collection

of vectors as a key. The point of the metaphor is to illustrate part of the goal of

the project, namely to see if it is possible to fit the keys on top of each other by

lining up the ridges so that they don’t collide. In other words, matching work-

load profiles with each other based on corresponding r-values, a low r1 value

from one profile is matched with another with a high r1 from another profile.

This process is made more complicated by increasing m, as all of the r values

have to correspond with each other at the same time. In order to limit resource

usage, a threshold is chosen. This threshold could for example be 90% CPU

load, the trick is then to make sure that the total CPU load remains below the

threshold through the entire process. A profile with high r1 and low r3 at time

a given time has to correspond with a low r1 and high r3 at the same timestamp

for the profiles to be considered a match, the profiles are considered a match if

the sum of their resource usage at any time remains below the chosen threshold.

The most common metrics to consider when designing workload profiles are

CPU and memory usage, yielding a 2-dimensional profile with m = 2 where r1

is CPU and r2 is memory.

R =

r1
r2


1

,

r1
r2


2

, ..,

r1
r2


n


Focusing on both CPU and memory utilization gives more realistic workload

profiles, but there are still many other metrics that could be included to fur-

ther improve the profiles. Metrics such as I/O statistics, network utilization

and storage capacity are also important factors in virtual machine performance

and should be considered if the goal is to have as realistic profiles as possible.

Network utilization is more difficult to monitor, as the information received is

usually the bytes sent and the bytes received. This could be measured as a single

number by taking the rate of bytes sent versus bytes received, but the usefulness

of such a metric is debatable. Introducing more metrics complicates the profiles,
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so the usefulness of each metric needs to be considered carefully before introduc-

ing them to the model. Due to this, I consider the CPU and memory utilization

to be the most essential metrics and they are therefore the only ones to be in-

cluded in this project, with CPU being the main focus. Disk usage could be

included as well, but it does not seem to be essential for the goals of this project.

Disk usage can be useful in scheduling, as knowledge of the storage needs of

a given pipeline can help the scheduling software allocate the appropriate disk

size so that it can avoid the pipeline crashing due to a lack of available disk

space. An important part of this project is to look at how the resource demand

changes over time, and disk usage is most likely not going to change as much as

for example CPU when running software tests. Network usage is also relevant

when looking at software tests, as many tests are meant to examine how the

application reacts to high network traffic and investigate how much bandwidth

the application needs. Using too much bandwidth can lead to increased costs

for the company hosting it, while too little bandwidth can lead to the applica-

tion crashing at crucial moments of high traffic. This discussion of the value

of each metrics leads to the greater problem of deciding which strategy to use

when monitoring the metrics of a test runner. One can endeavor to monitor as

many metrics as possible in order to obtain the most realistic models or limit the

monitoring to a select few crucial metrics, thereby reducing the complexity of

the models without losing too much of the information contained in the metrics.

Deciding which metrics to keep is usually not a simple process, but there are

exceptions. CPU and memory are intuitively the most important metrics to

consider, as the usage of those resources is highly volatile and potentially un-

predictable when running applications. This unpredictability means that it is

usually a good idea to allocate more CPU power and memory to an application

than it actually needs, as this could potentially avoid crashes and other issues.

Network and bandwidth also have this characteristic, as network traffic can be

highly variable and depends on many outside factors that are inherently unpre-
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dictable. Measuring network usage is not as straightforward however, and one

would also need to run tests that simulate network traffic in order to generate

data that can be used in the profiles later on.

Statistical methods could be employed in the decision process of determining

which metrics to keep and which ones to discard. There are some prerequisites

to this method however, as one would need a substantial amount of data in

order to make a model that could make the decision. It would be necessary to

have data that show the effects of the various resources on the likelihood of an

application failing or losing performance. Such data that can be hard to find or

generate. But if one were to find data that fulfill these criteria then it would be

possible to use regression or other supervised learning methods to examine the

significance of metrics such as CPU or memory in predicting the performance of

an application. If a metric is significant to the performance of the application, it

is reasonable to assume that the metric is also important in resource allocation.

If the metric happens to be insignificant to the performance of the application,

then it is also reasonable to assume that it could be discarded from the model

without losing too much information.

Using statistical methods to determine which metrics are important might be

overkill since it is fairly obvious which metrics are needed, depending in the type

of tests being run. Stress tests for instance, meaning ones that are intended to

test how the application performs when receiving high traffic, need network in-

formation. So for those tests it would be beneficial to measure CPU, memory

and network traffic to make accurate resource usage profiles. Other tests usu-

ally don’t depend on the network to complete their main tasks, so bandwidth

metrics are not as useful as CPU and memory. CPU and memory are important

metrics for all cases and should be included in the profiles regardless of test type.

Therefore most of the examples in this project will be concerned with CPU and

memory, but they could be extended to include other metrics as well.
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The amount of resources saved is often quantified by the reduction in the time

it takes to complete the task, with a quicker execution entailing a greener oper-

ation. Time is not the only deciding factor when checking if the algorithm was

able to improve the resource scheduling, with the goal of this project being to

improve resource utilization it makes sense to look at the resource usage instead.

Resource utilization can be improved without changing the time it takes to run

a test, but it can still save time by letting the users run more tests concurrently

on the same server. Again referring to the key metaphor from earlier, meaning

that we try to fit more tests on the same hardware if their usage patterns are

complementary to each other.

All of the previous points led to CPU being the sole defining metric for this

project, with support for processing memory being included in the profiles as

well. The CPU load is measured by executing the same workload several times

and then using either the average CPU load or the maximum value registered at

each time. Since the time used is fixed in the simulations, the maximum values

are found by taking the highest value found at each timestamp and returning a

list containing all of the highest values. The average values are found by taking

the sum of all the observations at each respective timestamp and dividing by

the number of times the simulation was executed.

Establishing Typical Resource Usage For A Test

Variations in resource usage are common, depending on the state of the physical

machine, other applications running at the same time and other factors. This

variety in the results means that basing a profile on a single test execution´s

resource usage may not give an accurate description of typical resource usage

for that test. The uncertainty can be counteracted by measuring the resource

usage of several runs of the same test and aggregating the results into a single

measurement that can be used to model the test´s behavior. An aggregate can

account for variations in the data and there are several methods that can be
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used, each suited to different conditions. Running the test several times and

taking the average of each timestamp may give more insight into typical resource

usage, but is unsuited to some cases. Large variations and spikes in the data

can skew the average to one side or the other, giving some misleading results.

It is therefore prudent to examine the data before deciding on which method

to use. There are other alternatives to using the average, such as the median,

mode or maximum value.

The median does not really give that much information about resource us-

age so it is most likely unsuitable in this case. It is important to know how

high resource usage can get during test execution to prevent bottlenecking and

throttling. The median does not provide this information, the average might

be more indicative of this. Taking the highest value found among the mea-

surements and using that as a baseline for the profile is the safest option. It

is reasonable to assume that using the maximum value can prevent throttling,

but it may make it more difficult to find compatible profiles. Maximum value

can be used as a conservative estimate for the actual resource usage and is

much safer than using the average value. Whether or not it is beneficial or

necessary to use the maximum value as an estimate depends on the type of

application being hosted, as some have much higher spikes than others. On-

line video games are an example of applications that would benefit from this

method, as they can have unpredictable high spikes in traffic. This stems

from the unpredictable nature of user-driven traffic, the traffic can be pre-

dicted to a certain degree by looking at which time during the day usually

has the most traffic but there can always be sudden unexpected spikes regard-

less.

The maximum value can be found by taking all of the samples and using

the maximum value for each timestamp. The resulting list contains a com-

pilation of the highest resource usage found for each time t. Using these val-

ues decreases the likelihood of critical errors, the most likely error would be
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that the tests use fewer resources than predicted, which is not a critical is-

sue.

Maximum values can be used as a conservative estimate, and is unlikely to

result in crashes from underestimating the total CPU load. While the average

values might be more similar to the real resource usage they are also risky to

use due to the increased risk of miscalculation. Both estimates are valid ways

of representing resource use, and their differences might be better understood

by looking at figures the figure in 5. Both graphs are based on the exact same

data, except one uses the average while the other uses the maximum values. It

is easy to tell the graphs apart and each of them would produce different results

when used in PAST.

(a) Average CPU usage of a test based

on mock data. The graph is much

smoother and less prone to spikes when

compared to the graph based on max

CPU usage.

(b) Max CPU usage of a test based on

mock data. This graph has a lot more

spikes and dips when compared to the

one based on average CPU usage.

Figure 5: Max vs average CPU load displayed in graphs that show their

patter over time.
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Gathering Metrics

There are many ways to gather metrics about system performance while run-

ning software tests, some with more overhead than others. The challenge lies in

monitoring resource usage while also running tests without having the monitor-

ing script or other processes interfere too much with the resource usage. Tests

need to be simulated many times in sequence while a script records the re-

source usage of each test. The logs need to be separated so that it is possible to

distinguish between different tests when the workload profiles are being created.

All of this can be automated in Python, resulting in a single script that starts

recording resource usage, then simulates a test and stops the recording once the

test has finished. There are many ways to simulate tests, as the only thing that

is really needed is a way to generate some resource usage. CPU load can be

generated in many ways, one of which is simply to do some math a set amount

of times, the script can also tell the computer to idle for a set amount of time

to simulate low CPU load. A shell script that is executed from a Python pro-

gram is suitable here, this method allows one Python program to generate CPU

load and record the CPU usage at the same time. The advantage of simulating

resource usage in this way is that it enables the customization of results, which

can be used to illustrate tests with specific properties.
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The shell script that simulates CPU load is very simple, see the snippet be-

low this paragraph. The script does a simple calculation 2000∗10000 times, this

creates some spikes in CPU performance that are similar to the ones seen when

the computer is running tests. The Python script that executes the shell script

also includes a function that records the CPU load over a set amount of seconds,

the default being 60 seconds. The interval between CPU measurements can be

customized, with every second as the default interval. Measuring the CPU load

often gives a more fine-grained look into the performance of the computer, but

results in larger log files.

1 for n in {1..10000};

2 do

3 for m in {1..2000};

4 do

5 s=n+m

6 done

7 done

Finding a way to measure CPU and run the simulations at the same time was a

challenge, Python´s threading module was found to be a suitable solution. This

allowed the script to start the function that records the resource usage before

starting a thread that runs the script that generates CPU load. The same script

can be used to run more accurate simulations, meaning actual tests or building

real applications, by changing the function that is executed by the thread. The

function from the threading module takes a function as a parameter, so it is easy

to run different simulations (see snippet below). The code runs the simulation

and records CPU load a set number of times, numerous executions of the code

are needed to account for variations in CPU usage.

1 def main(n_samples , name):

2 for i in range(n_samples):

3 t1 = threading.Thread(target=simulate_cpu)

4 t1.start ()

5 record_cpu (60, name)

6 t1.join()
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A more sophisticated alternative to just generating CPU load through a shell

script would be to perform operations that are often performed during tests, such

as building containers and applications. There are many open-source projects

that can be downloaded and built locally, this could be used to more accurately

simulate the CPU load from software tests. One approach to this is to make a

Dockerfile that downloads and builds an application, which is a very common

part of CI/CD pipelines. It is logical to assume that many tests have the highest

resource demand at the start of their execution, therefore using Docker to build

an application should be fairly similar to running a test on that application

when it comes to resource usage.

This idea was explored to a small degree through gathering some data by having

Docker build a simple container and recording the CPU and memory being used.

The container built a Java application, this was done because of the widespread

usage of that language and the fact that building a complex Java application

can be a demanding task for a computer. Gradle is a very common build tool

for Java applications and is used by many companies worldwide. This leads to

it also being a common part of testing pipelines, as the applications need to be

built before they are tested. The build part is a test in itself, as the developers

need to make sure that the application can still be built after they have made

changes to the code. There are many open-source projects on Github that can

be cloned and downloaded for this purpose, for example Mockito, which was

used for some experimenting in this project. The choice of application was

mostly arbitrary, as any Java application combined with a build tool such as

Maven or Gradle would be adequate for testing purposes.

More data was obtained by generating random numbers between 0 and 90,

with certain constraints. This was done to construct specific cases that could

illustrate the functionality of the algorithm without having to spend an inor-

dinate amount of time tracking down applications that could generate specific

patterns of CPU load. More specifically, it was used to make two profiles whose
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CPU usage followed patterns that were inverse of each other. An example of

two such profiles can be seen in figure 6, where the profile ”high low” has high

then low CPU load and ”low high” has low load followed by high CPU load. A

further exploration of this case can be found in the section titled PAST.

Figure 6: Two profiles that are based on artificial data. The profiles have

inverse patterns of CPU usage, the first having high then low usage and the

second having low then high usage.
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Technical Representation of Profiles

The code in this project was developed in Python and Bash, the bulk of it be-

ing Python code as the Bash scripts are mostly there to generate CPU load.

The profiles that were outlined in the previous section can be represented as

instances of a Python class, where each class contains all of the metrics that

were measured for that software test. This means that each instance of the class

represents a software test, ideally based on multiple executions of the same test.

The class needs to have an identifier that can be used to check what kind of

workload it represents so that it is possible to differentiate between the instances

when comparing them to each other.

Object-oriented programming is a logical choice of method concerning technical

representation of the models, as each model could be represented as a class that

contains information about resource usage for that test. Programming the pro-

files in this manner means that it may be possible to reuse them in the future

through other applications in an API, since object-oriented code is by nature

more modular and extendable than other code. This is why I chose to model

the profiles using classes, a snippet of code which shows how the profiles are

defined is shown on the next page. The profile takes a directory, a name and a

boolean as arguments. It then calls a method to process the log files found in

the given directory, these files can contain CPU and memory or just CPU. The

contents of the files are stored in the lists defined in the constructor.
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1 class Profile:

2 def __init__(self , dir , name , include_memory=True):

3 self.name = name

4 self.include_memory = include_memory

5 self.cpu = []

6 self.memory = []

7 self.matches = []

8 self.start = 0

9

10 self.process_logs(dir)

11 self.l = len(self.cpu)

The profiles should be flexible in the amount of information they can receive

from raw data, as some log files may contain more metrics than others. Some

metrics may be more useful than others depending on the test in question,

network statistics are for example useful for some test types but completely

irrelevant for others. The data needs to be formatted correctly in order to be

processed by the algorithm. The metrics need to be stored in a text file where

each line represents the metrics at time t and different metrics are separated

by a whitespace. The current algorithm assumes that there are two metrics,

where the first one is CPU load and the second is memory usage. The source of

the metrics does not really matter, as all the algorithm needs to check is that

the sum of two metrics from two tests at time t does not exceed the chosen

threshold. CPU load is used in most of the examples but memory can also be

included by setting the ”include memory” flag when creating an instance of the

Profile class.

4.3 PAST

Imagine that there is a queue of tests, some of them are computationally de-

manding while others are not. The tests that are not dependent on each other

are often executed in parallel on separate servers. They are executed on sepa-

rate servers because it is assumed that there are not enough resources to run

them in parallel on the same server or simply because we do not consider the
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possibility of running them on the same server. The assumption is based on

measurements of the resource usage of similar programs where the sum of their

resources would be too high for one server. The problem is that the assump-

tion is often based on a single number, meant to represent the resource usage

of that program. However, resource use tends to change over time, and if we

were to represent the resource use as a pattern instead of a single number we

might be able to place the programs on the same machine in such a way that

the total resource use does not exceed the limits of the machine. This is what

the algorithm tries to achieve, by examining and comparing the patterns from

different profiles and then finding a start time for the tests so that their spikes

in resource use don’t coincide.

Workload profiles need to be comparable if we want to find out which ones

are compatible with each other. The comparison can be a lengthy process, as

each profile needs to be compared with every single other profile, meaning that

if we have n profiles the program needs to make n2 comparisons. One approach

to this problem is to have each workload be represented as an instance of the

Profile class and make a list with all the instances before iterating through the

list and comparing all of the elements with each other.

There are many ways to compare profiles and the process becomes more com-

plicated when more metrics are included in each profile. The main problem

remains the same no matter how many metrics are introduced, namely deciding

which profiles can fit on the same hardware at the same time. This can be de-

cided by ”stacking” the profiles on top of each other and seeing if the resource

usage exceeds a predefined threshold. If the profiles can be stacked on top of

each other, it means that their corresponding tests can probably be executed

simultaneously without crashing the server. This concept is similar to the ”key”

metaphor mentioned earlier, meaning that if the two profiles are viewed as keys,

we can check if they fit together by lining up the ridges on the keys so that they

fit neatly together. Two profiles that are intuitively compatible in this manner
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can be seen in figure 7. Figure 8 shows the result of adding the CPU load of

the two profiles together.

Figure 7: Example of two profiles that fit neatly together. The first profile,

colored in blue, has high CPU load at first and low towards the end. The second

profile, covered in orange, has low CPU load at first and high towards the end.
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Figure 8: The total CPU usage if the two profiles were to run in parallel.

This is a case where it is obvious that the profiles are compatible, as the sum

never reaches the threshold of 90%

Representing the resource use as a function that takes the current time as

a variable and gives the resource use for that timestamp makes it possible to

compare the resource use of several profiles at different timestamps. This can

be displayed as a graph where the x-axis is the timestamps where resource use

was recorded and the y-axis is the resource usage. Shifting a profile to the

right or left along the x-axis can help save resources even if the profiles are not

initially compatible. The resource usage of a profile can be represented as a list

of numbers, the profiles can be stacked on top of each other by summing each

element of the list from one profile with the corresponding element of the list

from another profile. This method assumes that the lists are of equal length,

but the algorithm can be altered to include lists of varying lengths. If one of

the pairs of elements sum to a number above the chosen threshold, we can shift
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the associated profile to the right. Meaning that if elements at index i are too

large, we can try with index i + 1 at the first list and index i on the second.

This process can be repeated until a version that does not exceed the threshold

is found or the profile is shifted all the way outside of the range of the other

profile.

A Simplified Example

Similar to bin-packing, the resource usage at time t can be viewed as a rectan-

gular box where the area of the box is for example the CPU usage. By placing

the box along a horizontal line, representing the time axis, other boxes can be

stacked on top of each other to illustrate the resource usage if they were to

run simultaneously. If the height of the stacked boxes exceeds a pre-determined

threshold, the boxes on top are shifted to the right. After they have been shifted

we check again if the new height is below the threshold. If all boxes are below

the threshold we assume that the tests can be executed simultaneously. If the

boxes had to be shifted to the right, the number of steps shifted is kept track

of, as that number represents the number of seconds or minutes that the second

test has to wait before starting.

The examples in figures 9 and 10 are constructed to illustrate the case where the

tests are shown to be compatible on the first iteration of the algorithm, but this

is often not the case. Also, many tests start with something being installed and

thus tend to have a CPU load at the start of their execution. If the algorithm

encounters a case where the total resource usage at time t exceeds the threshold,

it will try to shift test 2 to the right. Meaning that if the first iteration does not

yield a match, it will then try to start an iteration by comparing test1[1] with

test2[0], test1[2] with test2[1], and so on. If this does not work it tries starting

with test1[2] and test2[0], it repeats this process until a match is found or test

2 is shifted all the way to the right outside of the of range test 1. Shifting test

2 all the way outside of the range of test 1 means that the tests are executed
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sequentially, showing that the tests can not be run at the same time on the

same hardware with the constraints as they are.

The graphs in figures 9 and 10 are simplified examples of how the CPU us-

age of software tests can change over time, showing how different tests have

different patterns in their resource usage. The graphs in figure 9 seem to show

that the two tests can be run at the same time, since their resource usage pat-

terns are complementary to each other. Stacking the graphs on top of each

other, like in figure 10, reveals the total resource usage if we were to run the two

tests at the same time. The resource usage is below the threshold at all points,

if only barely, which shows that the tests can be run at the same time on the

same server without adversely impacting performance.

(a) Test 1 CPU usage (b) Test 2 CPU usage

Figure 9: Example CPU usage of two tests. The tests seem to be compatible

upon first inspection, as their resource usage patterns are inverse.
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Figure 10: Test 1 and Test 2 together, with test 2 stacked on top of test 1.

The dark green represents test 1, while the light blue is the sum of test 1 and

test 2.

The case in figure 9 is not realistic, and reality often demands that one

of the profiles must be delayed to avoid exceeding the threshold. The process

of shifting a profile towards the right, which was explained in the paragraphs

above, is illustrated in figure 11. The first plot shows how merging the resource

usage patterns of two incompatible profiles could look, with the blue section

being the sum of the two profiles while the green section is Profile 1 alone.
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(a) Combining profiles without shifting

(b) Profile has shifted been shifted to

the right

(c) Profile 2 has been shifted another

step to the right.

Figure 11: Illustration of how shifting one profile to the right can avoid

excessive resource usage. The blue section represents the sum of resource usage

of Profile 1 and 2, showing that the graph from Profile 2 has been stacked on

top of Profile 1. Figure (d) shows that delaying Profile 2 by several steps, it is

possible to start it while Profile 1 is running without exceeding 90% CPU load.
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Applying PAST to a test schedule

An example test schedule T consists of four tests arranged as [high low, low high,

t1, t2], the first two tests are the same ones mentioned before in figure 6, while

the two last tests are new ones made from synthetic data. Figure 12 shows

the CPU load of the first two profiles, while 13 shows the last two. Processing

them in the PAST script reveals that the first two profiles can be executed

at the same time, given that the second one waits 49 seconds before starting.

It also compared the second and third profiles and found that they could not

run together at all. While the third and fourth were found to be completely

compatible, as in they can start at the same time and run in parallel without

exceeding the CPU limit of 90%. All four profiles are based on synthetic CPU

load data, as in the data was generated to illustrate this example Each test takes

100 seconds to complete, and the CPU usage patterns were found by generating

the data five times and taking the average values.

Figure 12: Two profiles before PAST has been applied. They are scheduled to

run sequentially even though they most likely could be executed in parallel.
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Figure 13: The CPU load of the other two tests in the pipeline. The tests are

seemingly compatible, as they both have fairly low CPU load and low values of

t1 correspond with high values in t2 and vice versa.

Figure 14 shows each of the pairs of tests from T after applying PAST to

the schedule. PAST compared the profiles in a pairwise order, first high low

with low high, then low high with t1, and finally t1 with t2. It found that the

runtime of the first pair can be shortened by letting low high start after high low

has been running for 49 seconds. In the next step, it found that low high and

t1 were incompatible, as in they can’t run at the same time on the same server

without exceeding a CPU load of 90%. The final pair, t1 and t2, were found

to be completely compatible and can start at the same time without using too

much CPU. All tests in T take 100 seconds each, and the total runtime which

would be 400 seconds is shortened by 149 seconds after applying PAST.
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(a) Profiles high low and low high

plotted together. Low high is able to

start after 49 seconds instead of

having to wait for the other profile to

finish

(b) T1 and T2 plotted together. T2 is

able to start at the same time as T1,

thereby reducing the time used by 100

seconds.

(c) The sum of CPU load from

high low and low high, notice that the

sum is below 90 at all times.

(d) The sum of T1 and T2, notice

that this sum is also below 90 at all

times.

Figure 14: Test schedule with two profiles after PAST has been applied.

Application of PAST showed that the profiles could not run completely in

parallel, but the low high profile can start before high low is finished.
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The original schedule and ordering of tests in T did not change after applying

PAST, but the timing of when the tests are scheduled to start does change. Both

low high and t2 start earlier than they would otherwise, thereby shortening the

time it takes to complete the pipeline without causing too high CPU load. See

table 2 for the specific numbers on this.

Tests Normal PAST Improvement (%)

High low and low high 200s 151s 24.5%

t1 and t2 200s 100s 50%

Entire pipeline 400s 251s 37.25 %

Table 2: This table shows the time taken to complete the pairs of tests with

and without PAST. The final row shows the time it would take to complete the

entire pipeline

The Coding and Logic of PAST

Resource usage can be measured at different intervals, such as every second,

every five seconds or every minute. Measuring every second gives the most ac-

curate description of resource usage, but results in much larger log files if the

metrics are measured over a longer period of time.

Imagine that there are two lists of CPU load from two different profiles, the

following steps show how the algorithm works. The starting index in the second

list is always zero, but the starting index of the first list is continuously incre-

mented if the profiles do not match. If the starting index of the first list is i, it

is incremented until i is equal to the final index of the second list or is out of

bounds. The second profile is shifted to the right each time the starting index

of the first list is incremented. Shifting the profile to the right by x elements

essentially means delaying the execution of the test by x intervals, for example

if the recording interval is every second the execution would be delayed by x

seconds. This method saves resources and potentially time by allowing the tests
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to be run at the same time and is flexible in the way that it adapts to tests that

would be incompatible if they were started at the same time.

The goal of the algorithm is to find a profile combination where the follow-

ing is true; for any combinations of timestamps t1 and t2 and threshold m there

is a sum s = r1[t1] + r2[t2] where s < m. r represents the resource usage of

the given test. The first iteration of the algorithm starts with r1[0] + r2[0] and

increments the t-values until it finds a sum that exceeds the threshold or runs

out of items to compare. If a case where s > m is found, it tries starting with

r1[1] + r2[0] before iterating through the lists again, but it does not reach the

end of r2, it only reaches r2[n− 1]. If that iteration also encounters a sum that

exceeds the threshold, it tries again starting with r1[2] + r2[0] and ending with

r1[n] + r2[n− 2] and so on.

The first version of the algorithm used a recursive function, whose code can

be found in the appendix. It was eventually replaced by an iterative function,

which is shown below the next paragraph. The algorithm follows the principle

of ”first fit”, meaning that it stops when it founds a spot where the profiles are

compatible. This principle is used instead of other principles such as ”best fit”,

because the first spot found is also the one that entails the shortest execution

time, so it doe snot need to keep searching after finding the first fit.

The iterative version uses a while loop instead of recursion, it was found to

be less prone to errors and was easier to troubleshoot compared to the recursive

function. It iterates through both lists and increments the starting index of a

if the sum exceeds a threshold. It returns a boolean that states whether or not

the two profiles are compatible as well as an index that represents how long the

second test has to wait before starting. Troubleshooting an iterative function is

often easier than recursive ones, as recursive functions can be difficult to inter-

pret and more prone to errors. See the code snippet on the next page for more

details.
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1 def PAST(a, b, threshold):

2 i = 0

3 j = 0

4 start_index = 0

5 compatible = False

6 while (i < len(a) and j < len(b)):

7 compatible = True

8 sum = a[i] + b[j]

9 if sum > threshold:

10 compatible = False

11 i += 1

12 j = 0

13 start_index = i

14 continue

15 else:

16 i += 1

17 j += 1

18 continue

19 return compatible , start_index

The while loop starts over if a sum that exceeds the threshold is found, but only

after adding 1 to i and resetting j. If no sum was too high then both indexes are

incremented and the while loop proceeds to the next iteration. Finally it returns

a flag stating the compatibility of the profiles and the index where profile b has

to start.
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Tests can often be executed in parallel on separate machines, so the focus

of this algorithm is to save resources while trying to keep the runtime as low

as possible, but the runtime might have been even lower if the tests were to

run on separate servers. This means that the algorithm does not necessarily

save time as it might delay the execution of a test in order to avoid high CPU

load. The consequence of this fact is that the algorithm can actually make the

pipeline slower if that test would otherwise run in parallel on a different runner.

The decrease in resource usage is dependent on whether or not the increased

consolidation enabled by PAST is able to counteract the loss of complete par-

allelization.

The fact brought up in the previous paragraph highlights the relationship be-

tween this project and green cloud computing, in that it tries to reduce the

number of active servers while also keeping the runtime as low as possible. It

is possible that the tests could take longer to complete after applying PAST if

the tests were scheduled to run in parallel on separate servers. That problem

is avoided entirely if the tests being executed in tandem on the same hardware

are from separate pipelines. This means that even if one of the tests starts

after the other, the time until the completion of the pipeline is not negatively

impacted. The prerequisite for this is that each test ”knows” where other tests

are being executed and which tests it is compatible with, it can then be moved

to a machine where it knows that it will be able to run without impacting the

other test that is running there.

4.4 Special Cases

There are always special cases where additional steps need to be taken to ensure

an acceptable result, but whether or not measures are taken to account for them

depends on their relevance and how often they occur. Some cases would also

take too much time to fix and is therefore omitted from the algorithm. The

most obvious special case in this project is the case of dependencies between
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tests in a pipeline, this occurs when there are dependencies between the code

components that are being tested. Such tests can not be started at the same

time and must wait for the other to finish before starting. To illustrate this

problem imagine three tests, T1, T2 and T3, where T3 depends on T2 and T1

is independent. T2 can be started before T1 has finished, but T3 must wait

for T2 to be finished before it can start. This issue would need to be dealt

with if there are dependencies present in a pipeline, as there often is, because

otherwise the algorithm might try to start T3 before T2 has finished or even

started. There are two possible solutions to this issue:

1. Join dependent tests and view them as one singular test. In this case T2

and T3 would be viewed as a singular test from the outside and analyzed

as such in the algorithm. This means that the new composite test, T2∗,

can be started before T1 has finished.

2. If a suitable spot is found where T2 can start before T1 is finished, it can

do so but under certain conditions. T3 would still have to wait for T1 and

T2 to finish but it would be possible to save time by running T1 and T2

at the same time.

These solutions were originally intended to be included in the algorithm but

were omitted due to time constraints. Option 1 is the most simple solution

here and leaves less room for error, but option 2 has the potential to save more

time. Option 1 also has the benefit of being easier to implement. In a general

sense, the simplest solution is often the best, so option 1 seems most viable in

this case. The problem can be illustrated with some simple graphs, see figure

15. The blue block represents T1, while the green represents T2∗ = T2 + T3.

Figure 16 illustrates option 2, where T2 is executed concurrently with T1 while

T3 waits until we know that T2 has finished. The indexes where T2 starts and

stops are marked in order to highlight when T2 is finished, T3 is free to start

any time after we have passed the index where T2 stopped.
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Figure 15: Option 1, joining T2 and T3

Figure 16: Option 2, finding a spot for T2 within runtime of T1
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4.5 Issues

Measuring CPU in percentages means that it is difficult to determine if it is

possible to run several tasks at the same time, as most tasks tend to use a lot

of CPU at times. Multiple cores can mitigate this, but different hardware also

leads to different execution times. For this reason, all tests being compared

should be executed on the same hardware, ideally on a computer with several

cores as that is the most realistic scenario. Processes frequently use resources

from more than one core of the CPU, which means that it is possible to use the

workload profiles to make sure that a computer can run multiple tests at the

same time without impacting performance.

As mentioned previously in the paper, tests can be run in parallel on differ-

ent servers and usually are if there are servers available. This saves a lot of time

and is essential in some pipelines in order to reduce the time it takes to deploy

an application to the internet. The algorithm in this paper aims to decrease

resource usage by allowing certain tests to run in parallel on the same hardware,

but it is often necessary to delay one of the tests in order to avoid conflicts in

resource usage. This means that it might take longer to complete the tests by

using the algorithm in some cases, as many of them would usually run entirely

in parallel.

Resources might be saved by avoiding having to start up a VM on a differ-

ent server and instead stacking more VMs on the same server, but the increased

execution time might negate this. Longer execution time means using more

resources and whether or not this outweighs the resources saved by consoli-

dating VMs is uncertain. This issue only occurs when running tests from the

same pipeline, it is not relevant when talking about tests that come from sep-

arate pipelines. Separate pipelines usually don’t know anything about other

pipelines, so they do not know if they can run on the same hardware. The VM

scheduling programs in the data center knows how much computational power
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is available on a given physical machine and can schedule VMs to start where

there is sufficient power available. But the VMs are viewed as static boxes de-

fined by pre-determined resource limits, such as limits on CPU and memory.

This project introduces another dimension, time, in that CPU and memory

can change over time. VMs that were previously thought of as incompatible

by the scheduling algorithms can be scheduled to run on the same hardware if

their resource usage patterns allow it. If the developers know that a program

has a memory usage peak of 3gb they know that they have to provision a VM

with at least 3gb of RAM, but the VM does not use 3gb all the time. It might

use 3gb at one point but under 1gb the rest of the time. Another VM might

use 4gb at it’s peak, meaning that it needs a VM with at least 4gb of RAM. A

server with 6gb RAM would be considered too small to fit these two VMs at the

same time, but this might change if a more fine-tuned approach was used. If

one makes sure that the peaks of memory usage from the VMs do not occur at

the same time, it would still be possible to run those two VMs on that server.

This problem highlights the main contribution of the algorithm proposed in

this paper, namely the ability to run tests that would otherwise run separately

of each other on the same server. Parallel tests from the same pipeline might

make the inclusion of the algorithm entail more computational resources being

used, as the time it would take to complete the tests might increase in a some

cases. The jury is still out on whether or not there is a net gain in performance

when using the algorithm in those cases, as more testing is required to see if

increased resource use from longer execution time outweighs the decrease in re-

source use resulting from VM consolidation.

The current implementation of the algorithm only supports pairwise processing

of tests, not entire pipelines. It looks at a pair of tests and checks if they can

be executed simultaneously by combining their CPU usage patterns and check-

ing if it is below the threshold. Using the algorithm in a pipeline would mean
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checking all of the tests and finding a schedule where they can be started at the

same time. The problem arises if a match is found between two tests, test 1

and test 2, where test 2 can start after test 1 has been running for 5 seconds.

This changes the resource use pattern and time used by test 2. This could

again change the compatibility of test 2 with another test, test 3 for example.

It would then be necessary to compare test 3 with new pattern that arose from

the combination of test 1 and test 2. The algorithm does not currently support

such cases, as it only checks two algorithms and does not consider the rest of

the pipeline or the effect that a merging of two tests has on it.

4.6 Summary of Results

The result and how it fits into the bigger picture of cloud software testing can

be seen in figures 17 and 18. As stated before, the final result is not a complete

implementation of a scheduling algorithm but rather a proof of concept that can

be expanded upon, and through expansion might be used in other applications

that perform scheduled tasks as well. The belief is that PAST can be especially

helpful in improving test scheduling in CI/CD systems such as Jenkins or Git-

lab, exactly where the algorithm would fit is shown in figures 17 and 18. Figure

17 shows a simplified view of how a CI/CD system operates. Developers push

code through commits into a central repository which is managed by Gitlab in

this example. The repository has a pipeline of tests built into it which is trig-

gered every time a commit is pushed to the repository. The tests are arranged

in a schedule and sent to the runners for execution. The runners are monitored

and both the results of the tests and various statistics about the runners are

sent back to the repository.
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Figure 17: Illustration of a repository with a built-in CI/CD pipeline. The

developers commit new code to the repository, which then automatically

triggers a series of tests that are executed on two runners. The runners are

monitored and the results of the tests as well as resource usage metrics from

the runners are sent back to Gitlab.
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Figure 18: Illustration of the same repository as figure 17 with added

functionality from my algorithm shown in green. This figure shows how the

algorithm may be implemented into an existing test environment such as

Gitlab. The algorithm intervenes before the tests are scheduled and chooses an

optimal ordering where some of the tests can be executed in parallel, before

sending the new schedule of tests to the runners. A monitoring system keeps

track of resource usage and trace logs, and sends the results back to the profiles

so that they can be used to improve their quality. It also sends the results back

to the repository.
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There were some goals mentioned in the Approach section of this paper, four

to be exact. The first goal was to find software tests to use as examples, the

second to make a script to run tests and record resource use, the third was to use

recorded data to define profiles and fourth was to design an algorithm that uses

the profiles in intelligent scheduling. The following table outlines the degree of

completion for each goal along with some information of what happened to each

of them.

Goal # Degree of Achievement Reasoning / Details

1 De-prioritized
It was found that it was more important to

start developing the algorithm

2 Partially Achieved

A script that records resource usage was de-

veloped and used to make some examples, but

the recorded data did not come from software

tests and was mostly synthetic.

3 Achieved

Profiles were made and defined by CPU load

in the examples, with support for memory us-

age as well

4 Achieved

The algorithm investigates pairwise compati-

bility of tests and states how long they have

to wait before starting in order to avoid high

resource use.

Table 3: The four goals that were outlined in the Approach chapter, along

with their degree of achievement and reasoning behind it.
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5 Discussion

The exploratory nature of this project meant that the result would be more

knowledge-based rather than a product. There were many ideas in play at the

beginning of the project, with the expectation that there would be a higher

degree of technical implementation. This ended up not being the case, as the

project quickly became an exploration of the idea surrounding the planned im-

plementations rather than an advanced implementation. A long thesis may have

had a higher degree of technical work, or just further exploration of even more

ideas. The latter seems more likely, as there was a constant influx of ideas that

ended up not being implemented during this short thesis. A technical imple-

mentation of the ideas presented in this thesis may be a good basis for a future

thesis, most likely in a long thesis.

This chapter will discuss the project itself, the ideas and results that were found

and the experiences had when working on the project. Starting with the algo-

rithm itself, then the profiles and what happened to them, before moving on to

how the project fits in the broader context of green cloud computing and the

feasibility of a future implementation in a test framework.

5.1 The Problem Statement

The problem statement explains the motivation behind this thesis, namely im-

proving test scheduling in the hopes of facilitating a greener cloud. The problem

statement was: Explore the usefulness of workload profiling in order to facilitate

green resource provisioning for software testing in the cloud.. The background

chapter showed that there was some difficulty in finding literature on this exact

subject. There was however a substantial amount of literature on the broader

subjects of green cloud computing and resource allocation. The lack of relevant

research forced the project in a more exploratory direction than expected, and

cemented the technical aspects as a proof of concept rather than parts of a fin-

ished product.
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Green resource provisioning refers to practices that seek to reduce the carbon

impact of data centers by provisioning as few servers as possible, thereby re-

ducing electricity usage. This thesis tries to facilitate greener provisioning by

letting more tests run on the same hardware in parallel, reducing the number

of active servers and potentially shortening the runtime of the tests. I therefore

believe that the project was successful in this respect, due to the fact that the

new ideas presented here can most likely be used in greener scheduling systems.

5.2 PAST and the Implementation of the Idea

The algorithm ended up being the main focus of the thesis, as the focus grad-

ually changed from the profiles themselves over to the theory surrounding the

algorithm and its applications. The work around the algorithm was still ex-

ploratory in nature, leading to the implementation being relatively uncompli-

cated and serving as a a proof of concept that can be expanded into a complete

product. The implementation itself ended up being more bare-bones than what

was originally intended, in the sense that it was not connected to an existing

test framework such as Jenkins or Gitlab and it was not used in a scheduling

program for cloud environments. With that being said, I still believe that the

algorithm is a meaningful contribution to the field, as it offered new knowledge

and a new approach to test scheduling in cloud environments. The usual way

of looking at workload profiling is through static resource demands, which is

not necessarily representative of the actual resource use of the test during its

execution. A test has varying resource use depending on what it is doing at a

given time and the algorithm in this paper tries to look at the pattern of re-

source use instead of representing it as a single number. This approach enables

a more fine-tuned resource scheduling which could potentially allow data center

administrators to run more software tests on the same server than what would

otherwise be possible.
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The actual data being fed to the algorithm in my tests does not come from

real software tests, but that is not important to the point being made. Data

can be from any application or test so long as it is in the correct format, the

algorithm can thus be used for any application and not just software tests. The

source of the data did not matter in this case because most of the examples are

only meant to show the functionality of the algorithm, testing in a real cloud

environment with a test environment like Gitlab or Jenkins could be done in a

future thesis.

PAST is mostly directed at scheduling tests and not managing the resources

used by the test environments. Provisioning resources and managing their us-

age is a suitable task for future work, especially when combined with the algo-

rithm from this thesis. The benefits should become apparent when intelligent

scheduling is used in conjunction with resource allocation, where the algorithm

can hopefully enable a greater degree of consolidation by scheduling the tests in

a way that lets them be executed in tandem without using excessive amounts

of CPU and memory.

There are many ways to further develop the algorithm and the idea behind

it could be applied to other applications than what is presented in this thesis.

The first thing that comes to mind is the fact that PAST does not consider

the entire pipeline, it only looks at tests pairwise and does not consider how

the schedule of the entire pipeline would change after the algorithm has been

applied. The first step to improving the algorithm could be to add functionality

for looking at more than two tests at the same time, or at least looking at how

the new schedule affects the other tests in the pipeline. An example of this

would be if we have three tests, t1, t2 and t3, we find out that t1 and t2 can

run at the same time. It is now necessary to check if t3 can run together with

t1 and t2, or if the combined CPU load from all three tests would be too much.
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5.3 What Happened To The Profiles?

The initial plan of the project was to have a greater focus on the profiles them-

selves and use them to redefine how we look at resource scheduling. Focus

rapidly changed to the algorithm itself and the ideas surrounding its implemen-

tation in a test framework instead, with the profiles becoming less important.

Each profile contains a list of resource usage over time for several executions of

the same program as well as an average of all the executions. The profile can

be defined by the maximum or average of the recorded values, this gives the

profiles some flexibility. The conservative estimate of the maximum values may

be suited to cases where there are frequent spikes in CPU load. The average

values may be more suited for cases where the CPU load generally follows the

same pattern across executions. The source of the data is not that important to

the definition of the profiles, so long as it is in the correct format. This means

that the algorithm could be used for other applications and not just software

tests, opening up even more opportunities for further research.

There were many ideas surrounding what the profiles should be and how they

could be used in the future, but I quickly discovered that the profiles themselves

were not the most interesting part of the project and thus did not devote more

time to the exploration of those ideas. The shift of focus over to the algorithm

came when I experimented with simple profiles that were initially meant to be

placeholders, but through some discussion with my supervisor, we realized that

placeholder profiles could be used to sufficiently illustrate the concept being pre-

sented. The concept being the novel way of thinking of workload profiles with

resource use that changes over time, meaning that as long as the profiles con-

tained resource usage patterns instead of static numbers it did not really matter

if the implementation was a bit more basic than what we initially planned.

The profiles are still important on some level, they were just not the focus

of this thesis as the concept could be illustrated without further development of
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the profiles. More sophisticated models might be needed if the algorithm was

to be implemented in a real test environment where the resource usage patterns

need to be accurate if we want to make sure that the servers don’t crash due to

low memory or CPU capacity.

Access to relevant data was also a problem for the development of the pro-

files, some data was generated but this was mostly just meant to illustrate the

concept of the profiles and not representative of real-world data. More data

could have been used to develop statistical models that may predict the re-

source usage of a given test pipeline, leading to sophisticated profiles with far

more accurate resource usage patterns than the ones used in this project. By

statistical models, I am referring to methods such as regression and other su-

pervised learning models. Given a set of training data consisting of resource

usage patterns of software tests, one could make a model that predicts future

resource usage patterns. Basing the profiles on these predicted patterns could

yield a scheduling algorithm that produces fewer errors than the one presented

in this thesis, depending on the quality of the statistical models.

5.4 Reflections on the Initial Plan and the Final Result

The exploratory nature of the project and focus on ideas rather than imple-

mentation can be a frustrating experience depending on the expectations of the

researcher. The expectations regarding this project were that there would be

more focus on the technical aspects and thereby a result consisting of some-

thing that looks more like a finished product or implementation. This changed

during the development of the project as it became apparent that an iterative

approach was more suitable. An iterative approach meant that there were many

new ideas that had to be explored technically, before going back and revising

the idea. The lack of existing research and solutions on this topic meant that

ideas had to be explored to check if they were dead ends or not, which is a

time-consuming process. This being a short project meant that there was not
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a lot of time left for the technical implementation of those ideas, as most of the

time was spent on exploration.

An example of one such idea that ended up being changed over the course

of the project was the idea of testing the algorithm with real software tests in

a real test environment. There are many open-source projects on the Inter-

net that could be used for testing purposes by downloading the repository and

running their tests. The problem was that many of the tests found were intrin-

sically tied to a testing environment like Github Actions, Jenkins or something

similar. This meant that in order to schedule the tests according to the result

of the PAST algorithm we would have to add a plugin or change the code of

the test environment being used. The next iteration of the idea was to use

such open-source projects to generate data by monitoring the CPU load of the

runner executing the tests and basing profiles on the resulting data. But this

also proved to be outside of the scope of this project as it would require setting

up dedicated runners and a system to monitor them. Setting up a local test

environment and having the runners send a signal to the monitoring script to

indicate when a test was finished would entail a substantial amount of develop-

ment, this being a short project meant that there was not enough time to do this.

This kind of iterative project might have been better suited for a long the-

sis, as that would have left more time to do the technical implementation. An

iterative project needs time to arrive at the most feasible answer to the problem

statement, and then even more time to implement the solution. A short, itera-

tive exploratory thesis is destined to touch on a lot of ideas without going into

depth on many of them. This can be a frustrating experience for the researcher,

as they can get a feeling of not having accomplished what they set out to do.

The feeling can stem from a misunderstanding of what such a project entails,

especially when the chosen subject does not have a lot of existing research to

look into beforehand.
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5.5 Related Research

The most similar topic within the field of green computing and VM consolida-

tion is probably bin-packing, although the approach in this thesis differs in a

lot of ways. There are many papers regarding green cloud computing and the

various methods involved in making data centers more energy efficient through

both hardware and software, but very little in the way of bin-packing algorithms

that look at items that can change size over time.

Energy can be reused in creative ways, and many papers try to find novel ways

of utilizing the heat generated by computer equipment in data centers. Some

do this by for example utilizing the water that has been used to cool down the

computers, this water becomes very hot and could be transported to nearby

homes and used in heating equipment. This train of thought is being explored

by Amazon through one of their data centers located in Dublin [1]. They are

planning to use the heat generated by the data center to heat up nearby commu-

nity buildings, thereby reducing the carbon impact of the data center. Others

suggest that the warm water could be sent to a nearby hydropower plant and

used to create more electricity. Exploring such strategies could be a master

thesis in itself and the field has many interesting and novel ideas that could be

explored further.

Consolidation algorithms is also a highly researched field with room for more

improvements and new ideas, such as the concept presented in this thesis. Many

papers focus on faster and smarter algorithms for consolidation, but most of the

ones found during the literature review don’t look too closely at the workload

profiles themselves. The reasoning behind this may be the same as the reason

why this project also shifted focus away from the profiles, namely the fact that

the profiles proved to be not as important as the algorithm in that the algorithm

could be tested and developed with mock profiles. Mock profiles are in this case

basic versions of the ones originally envisioned, developed with the purpose of
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showing the functionality of the algorithm without spending too much time on

the profiles. This was done because of the fact that this is a short thesis and

there was not enough time to develop a more complete technical implementation.

The relation to bin-packing is mostly restricted to the concept of trying to

fit as many tests on the same server as possible. The similarity is apparent if

we view a test as an item and the servers as bins, then the problem becomes

fitting the items into as few bins as possible. This thesis does not deal with the

algorithmic aspect of finding an optimal way of fitting items into bins, but it is

still relevant to the problem. The PAST algorithm can be viewed as a facilitat-

ing agent to a bin-packing solution in that it lets us fit more tests on a server

than what would otherwise be possible. Thus it could be used to improve a

solution to an existing bin-packing problem in cloud environments. This opens

up yet another avenue for future work, where one could attempt to combine the

concepts from this thesis with a bin-packing algorithm.

The algorithm in its current form only looks at one metric, which it assumes

to be either CPU or memory, it can however be extended to look at several

metrics at the same time. The implementation of handling more metrics was

thus left out due to it not being important to this thesis, using CPU load as

an example was sufficient to show this proof of concept. Moreover, it became

increasingly apparent when working on this thesis that the end result would be

less of a complete product and more of a demonstration of an idea, the idea

being a kind of temporal bin-packing. Temporal bin-packing has been referred

to as a generalized bin-packing problem where the items have a lifespan [7]. The

temporal bin-packing in this thesis is a bit different, in that time is included

by letting the resource demand of the items change over time, also the way the

problem is approached was quite different from traditional bin-packing. It is

similar to bin-packing in that the goal is to fit as many items (virtual machines)

in as few bins (servers) as possible, but the algorithm is not an implementation

of a solution to the bin-packing problem. The algorithm could be used in a
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bin-packing algorithm, in that it may enable the program to fit more VMs on a

machine. In this way it may be included in a problem similar to the temporal

bin-packing introduced by De Cauwer et al. in the paper The Temporal Bin

Packing Problem: An Application to Workload Management in Data Centers.

[7].

5.6 Towards Greener Software Testing

Saving resources is the main goal of this thesis, but which part of the project is

meant to reduce the resource use changed during the development of the algo-

rithm. The initial thought was that resources would be saved by reducing the

time it takes to complete a pipeline of tests, but this is not necessarily the case.

Tests that are not dependent on each other are often executed in parallel to save

time, but they might be running on separate servers. The location of the test

runners is usually not considered when running the tests, as it is left up to the

scheduling algorithm of the cloud provider to find a spot to run the tests.

The algorithm in this thesis wants to run tests in parallel but sometimes has to

delay one of the tests in order to avoid simultaneous spikes in resource usage.

This means that if one of the tests is delayed, then the time it takes to complete

the pipeline might be longer than if the tests were executed in parallel without

the use of the algorithm during the scheduling process. Does this mean that

the algorithm does not help in reducing resource usage? No, not necessarily.

Although it might sound counter-intuitive, there could still be a reduction in

resource use even though it takes longer to complete the pipeline. The reduction

comes from reducing the number of servers being used by consolidating the vir-

tual machines or how long the servers are kept running if the tests being run are

compatible. Data centers already have consolidation and scheduling algorithms

in place, but the lack of literature surrounding workload profiles that look at

the pattern of resource usage through the lifetime of the application instead of

looking at it as a static number suggests that this is a novel idea that could
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potentially improve VM consolidation.

The assumption here is that resources are saved if the algorithm improves con-

solidation by letting more tests be placed on the same server even if it does not

shorten the runtime in some cases. For this reason, I think that this project

fits under the umbrella of green cloud computing, and may be included in fu-

ture work on the subject. A combination of more intelligent VM consolidation

and scheduling with the existing resource reduction techniques in data centers

may help curve the ever-increasing energy demand of cloud computing. Such

measures need to be taken due to the extreme increase in the popularity of

cloud services to prevent the energy demand from growing completely out of

control. Researchers and cloud providers have been working hard in reducing

the increase in energy usage and have made significant strides toward a greener

cloud.

Moving more and more computation to the cloud instead of having it distributed

in personal computers opens the door for far more efficient power-saving strate-

gies than what would otherwise be possible. It would be very difficult to measure

the environmental impact of computing if we did not have centralized comput-

ing hubs such as cloud data centers, and we should exploit this as much as we

can to reduce the environmental impact of computers. Given how widespread

and important computers and the Internet are in modern society, it is critical

that measures are taken to reduce their environmental impact and ensure stable

access to electricity for data centers.

5.7 How Feasible Is A Future Implementation?

The lack of relevant research found during the literary review phase of this

project leads me to believe that this is a relatively unexplored avenue of work-

load profiling and scheduling. The feasibility of the algorithm needs to be de-

cided through testing in an actual test environment such as Gitlab or Jenkins,
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which could be a good basis for another thesis in the future.

Implementation into an open-source testing service such as Jenkins seems to

be the most obvious path towards a feasible implementation. Jenkins in par-

ticular has support for user-made plugins that can easily be downloaded and

installed into a Jenkins server, with extensive documentation available on their

website [9]. The scheduling algorithm could be used as such a plugin, connect-

ing this to an allocation system in a cloud environment could turn the concept

of this thesis into a real product. This requires a lot of work and has some

prerequisites, but seems doable. It would require access to the internal systems

of a cloud environment to be completely certain that the algorithm contributed

to a higher degree of consolidation.

The feasibility of the implementation also depends on what the goal is. There

are many ways to save time in software testing, but if the goal is to save time

while also consolidating as much as possible then PAST might be a feasible

solution. Virtual machines that are running on the same server can share re-

sources and thereby reduce the total energy demand of their tasks, meaning

that there are two benefits to consolidating VMs to the same server. They can

save resources by keeping more servers idle and by reducing the power needed

by the VMs by letting them share the resources of the server.

5.8 Testing The Profiles

The profiles are meant to facilitate more efficient usage of resources when per-

forming software tests in cloud environments through VM consolidation, but

testing the process in a cloud environment is not a simple task. Provisioning

and resource allocation is usually done by the cloud provider themselves, which

means that one would need access to their back-end services in order to make

changes to that process. This falls outside of the scope of this project, as this

is a short thesis, but there are ways to mimic VM consolidation for testing
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and demonstration purposes. There are two main methods that come to mind

when simulating a cloud on a physical machine, namely multi-threading and

containerization. A thread or a container can be viewed as a VM, and running

several at the same time can be used as a cloud for demonstration purposes.

Containers are more similar to VMs than threads, so they are the most logical

choice when simulating a cloud. Matching profiles found through the algorithm

can be placed in Docker containers and executed simultaneously on the same

machine, while monitoring the total resource usage of the machine. It is then

possible to see if the total resource usage exceeds the chosen threshold at any

time throughout the run-time of both tests. The experiment is considered a

success if the resource usage does not exceed the threshold at any point.

Some of the simulations in this paper was done using containers, but not for

the purpose of simulating a cloud. They were used to generate CPU load that

might look similar to resource usage metrics from actual software tests.

5.9 Future Work

The previous paragraphs of this section have already mentioned some avenues

for future work, but there were several more ideas that were discovered when

working on this project. Implementation into a CI/CD platform such as Gitlab

or Jenkins is the most logical continuation of the project. Combining this with

a cloud environment as well would make it possible to accurately assess the

usefulness of PAST by testing it with actual VMs and seeing if it is possible to

use fewer VMs to do the tests.

The current version of the algorithm assumes that each execution of a given

test takes an equal amount of time, but this is practically never the case in real

life. This was done mostly because of the way the test data was generated, as

using real tests would have given data of varying lengths. Alterations to the
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algorithm would need to be made to support data from real tests.

Measuring the time it takes to complete a pipeline before and after implement-

ing PAST opens the way for more future work. I demonstrated the essence of

this idea in the results section, where the percentage of improvement after ap-

plying PAST is shown (see table 2). It is necessary to run a test multiple times

to get an idea of how long a typical run of the test takes, as basing the profile on

a single run could be very misleading. There are several ways to represent the

typical time, such as the average or the median. Estimating using the average

is a bad idea if the data has significant outliers, as they could skew the data

one way or the other. The median might be more suited in some cases but it

also risks losing a lot of information. In the case of how long it takes to run a

test, the average is a suitable estimate. This is due to the fact that most tests

should have a somewhat consistent runtime without too many outliers.

Investigating the results of the algorithm is also an area that can be explored in

future work, especially when comparing the speed of real pipelines before and

after applying PAST. A possible way of measuring if PAST is faster or slower

than traditional scheduling could be to take the shortest registered runtime of a

test, lets call it t∗, and comparing it to the time used after implementing PAST.

If the new time is less than t∗ we can conclude that PAST has quickened the

pipeline. PAST could still be beneficial if it does not beat the optimal time t∗,

as it is possible that it was able to save resources through consolidation even if

the new schedule was not faster than the old one.

Other metrics such as I/O statistics and network usage would be excellent ad-

ditions to the algorithm, as they would open up for more sophisticated profiles

and schedules. Adding them should be fairly straightforward and could be done

in much the same way as CPU and memory. The challenge comes in gather-

ing the data and processing it, the comparison between metrics from different

profiles should be mostly the same as with CPU. Finding the optimal upper
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limit for CPU load and other metrics is also important, partly due to the fact

that it may vary depending on the type of test being monitored as well as the

conditions of the server.

Investigating the effect of consolidating two tests has on the rest of the pipeline

is also a big improvement that can be made. Meaning that if two tests are

scheduled to run at the same time, then the next test in the schedule can be

compared to the combined resource usage of the two preceding tests. There

should be limits to this however, as constantly stacking tests together and com-

paring the sum of CPU load to the next test would eventually result in none of

the following tests being compatible with the consolidated ones. One solution to

this could be to stop trying to stack tests when a crash is found, the algorithm

could then try comparing the next two tests to each other.

Expanding and generalizing the algorithm to support other applications is some-

thing that has been mentioned earlier in the paper as well, and should be possible

for certain types of software. The idea behind the algorithm is developed around

scheduled short-lived tasks that are computationally demanding and would not

be as applicable to long-lived software such as web servers. One type of soft-

ware that comes to mind is high-performance computing and other scientific or

mathematical software, as they are often scheduled and consist of various tasks

that could be profiled in a similar way to the profiles from this project.
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6 Conclusion

The goal of this project was to explore the usefulness of workload profiling in

greener software test environments. This entailed a critical investigation where

several ideas were explored, some ideas proved to have potential while others

were not as important to the results.

The data-collection phase of the project ended up being fairly lightweight, as

there was an eagerness to start testing and developing the algorithm itself. This

development resulted in a Profile-based Algorithm for Scheduling Tests, referred

to as PAST. PAST combines fine-tuned temporal workload profiles with an al-

gorithm that compresses a test schedule so that the tests can be executed con-

currently on the same server without exceeding limits on resource usage. This

novel way of looking at workload profiles and scheduling differs from the tradi-

tional approach in several ways. The profiles are unique in that they look at how

resource usage changes over the runtime of the software instead of representing

the demand as a static number. Scheduling was also improved by opening the

way for a more consolidated approach by letting the runtime of tests overlap

while running on the same server.

PAST is most suited as an addition to services such as Jenkins or Gitlab and

could improve them by opening the possibility for fast and resource-efficient

pipelines. There is a possibility of generalizing the concept to other applica-

tions as well, with some constraints. The principle of this project revolves

around applications that run in a schedule and would not be applicable to long-

lived applications such as web servers. Software that does calculations might

be another suitable field for this kind of scheduling algorithm, where there is a

queue of computations that could be optimized to complete some of the tasks

in parallel.

One of the most important goals of the project was to find a way to facili-
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tate greener test environments, this was achieved in the form of new knowledge

that can help improve a previously unexplored avenue of workload consolidation.

The new approach is similar to bin-packing methods, but differs in that it lets

the size of the items change over time and thereby enabling a more fine-tuned

view. Additionally, it does not try to find an optimal method of placing items

into bins but rather tries to show that items that were previously thought of as

too big to fit in the same bin could in fact be placed together through a more

dynamic approach.

There is room for more research in the data collection and workload profiles, as

the profiles were based on synthetic data and their implementation was fairly

simple. But the contribution the algorithm offers in the form of a new way of

combining workload profiles with intelligent scheduling still stands.

The end result of this project is a scheduling algorithm that seems to be im-

plementable in a CI/CD system, where it may help save resources and, when

combined with a cloud environment, stall the ever-increasing need for electricity

in data centers.
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7 Appendix

1 import profiles , numpy as np, matplotlib.pyplot as plt

2

3 def main(profiles):

4 for i in range(len(profiles) - 1):

5 res , index = PAST(profiles[i], profiles[i+1], 90)

6 if res == False:

7 print("Profiles are incompatible")

8 else:

9 print("Match found between profiles at index {}".format

(index))

10 profiles[i+1]. start = index

11

12 def PAST(p1, p2, threshold):

13 print("Comparing profiles {} and {}".format(p1.name , p2.name))

14 i = 0

15 j = 0

16 start_index = 0

17 compatible = False

18 a = p1.get_avg_cpu ()

19 b = p2.get_avg_cpu ()

20 while (i < len(a) and j < len(b)):

21 compatible = True

22 sum = a[i] + b[j]

23 if sum > threshold:

24 compatible = False

25 i += 1

26 j = 0

27 start_index = i

28 continue

29 else:

30 i += 1

31 j += 1

32 continue

33 return compatible , start_index

34

35 def test():
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36 a = [50, 40, 20, 30, 20, 10, 80]

37 b = [50, 60, 10, 30, 5, 5, 5]

38 res , index = PAST(a, b, 90)

39 if res == False:

40 print("Profiles are incompatible")

41 else:

42 print("Match found between profiles at index {}".format(

index))

43

44 def plot_profiles(p1, p2):

45 p1_cpu = p1.get_avg_cpu ()

46 p2_cpu = p2.get_avg_cpu ()

47 t = range(len(p1_cpu))

48

49 plt.rcParams.update ({’font.size’: 10})

50 plt.subplot(1, 2, 1)

51 plt.yticks ([i*10 for i in range (11)])

52 plt.ylim(bottom=0, top =100)

53 plt.xlabel(’Time in seconds ’)

54 plt.plot(t, p1_cpu , color=’blue’)

55 plt.title(’Profile "{}"’.format(p1.name))

56

57 plt.subplot(1, 2, 2)

58 plt.yticks ([i*10 for i in range (11)])

59 plt.ylim(bottom=0, top =100)

60 plt.xlabel(’Time in seconds ’)

61 plt.plot(t, p2_cpu , color=’orange ’)

62 plt.title(’Profile "{}"’.format(p2.name))

63

64 plt.suptitle(’CPU usage of two profiles ’)

65 plt.savefig(’figs /{}_{} _together.png’.format(p1.name , p2.name))

66 plt.clf()

67

68 def plot_delayed_start(p1, p2, threshold , aggregate="average"):

69 if aggregate == "average":

70 p1_cpu = p1.get_avg_cpu ()

71 p2_cpu = p2.get_avg_cpu ()

72 elif aggregate == "max":
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73 p1_cpu = p1.get_max_cpu ()

74 p2_cpu = p2.get_max_cpu ()

75

76 t = range(len(p1_cpu + p2_cpu))

77 p2_cpu_first = [None for i in range(p2.start)] + p2_cpu

78 p2_cpu_ = p2_cpu_first + [None for i in range(len(t) - len(

p2_cpu_first))]

79 p1_cpu_ = p1_cpu + [None for i in range(len(p2_cpu))]

80 sum_p1_p2 = p1_cpu [0:p2.start] + [p1_cpu_[i] + p2_cpu_[i] for i

in range(p2.start , len(p1_cpu))] + p2_cpu_[len(p1_cpu):]

81

82

83 plt.yticks ([i*10 for i in range (11)])

84 plt.ylim(bottom=0, top =100)

85 plt.xlabel(’Time in seconds ’)

86 plt.ylabel(’CPU usage percent at time t’)

87 plt.plot(t, p1_cpu_ , color=’blue’)

88 plt.plot(t, p2_cpu_ , color=’orange ’)

89 plt.legend ([p1.name , p2.name])

90 plt.title(’Two profiles with PAST schedule ’)

91 plt.savefig(’figs /{}_{} _delayed.png’.format(p1.name , p2.name))

92 plt.clf()

93

94

95

96 if __name__ == "__main__":

97 high_low = profiles.Profile(’test_high_low ’, ’high_low ’,

include_memory=False)

98 low_high = profiles.Profile(’test_low_high ’, ’low_high ’,

include_memory=False)

99 t1 = profiles.Profile(’t1’, ’t1’, False)

100 t2 = profiles.Profile(’t2’, ’t2’, False)

101 main([high_low , low_high , t1 , t2])

102 high_low.plot()

103 low_high.plot()

104 plot_profiles(t1, t2)

105 plot_profiles(high_low , low_high)

106 plot_delayed_start(high_low , low_high , 90)
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107 plot_delayed_start(t1, t2, 90)

1 import profiles , random , os

2 import numpy as np

3

4 def generate(n, t1 , t2, t3, t4):

5 cpu = np.zeros(n)

6 for i in range(0, int(n / 2)):

7 cpu[i] = (random.randint(t1 , t2))

8 for i in range(int(n / 2), n):

9 cpu[i] = random.randint(t3 , t4)

10 return list(cpu)

11

12 def write_to_file(cpu , name , n):

13 filename = ’logs /{}/{}. txt’.format(name , n)

14 os.makedirs(os.path.dirname(filename), exist_ok=True)

15 with open(filename , ’w’) as outfile:

16 for stat in cpu:

17 outfile.write(str(stat) + ’\n’)

18

19

20 def main(name1 , name2 , t1 , t2 , t3, t4):

21 for i in range (6):

22 for j in range (5):

23 write_to_file(generate (100, t1, t2, t3 , t4), name1 , j)

24 write_to_file(generate (100, t3, t4, t1 , t2), name2 , j)

25

26

27 if __name__ == "__main__":

28 dir1 = "logs/test_high_low"

29 dir2 = "logs/test_low_high"

30 main(’t1’, ’t2’, 0, 60, 20, 40)

1 def helper(a, b):

2 threshold = 90

3 a_avg_cpu = a.get_avg_cpu ()

4 b_avg_cpu = b.get_avg_cpu ()

5 G = (np.zeros(len(a_avg_cpu) + len(b_avg_cpu))).tolist ()

6 res = rec_alt(a_avg_cpu , b_avg_cpu , 0, threshold)
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7 if res == -1:

8 print("No match found")

9 else:

10 b.start = res

11 a.matches.append ((b,res))

12 print("Match found between profiles {} and {} at index {}".

format(a.name , b.name , res))

13

14 def rec_alt(a, b, index , threshold , match_found=False):

15 if index >= len(a):

16 return -1

17 for i in range(len(a)):

18 if (i + index >= len(a)):

19 break

20 if (a[i+index] + b[i]) > threshold:

21 print(i+index , i)

22 rec_alt(a, b, index+1, threshold)

23 return -1

24 print("match found , returning")

25 return index

1 import profiles as p, make_profiles as mp , PAST , matplotlib.pyplot

as plt

2

3

4 def main():

5 high_low = p.Profile(’test_high_low ’, ’high_low ’, False)

6 low_high = p.Profile(’test_low_high ’, ’low_high ’, False)

7 t1 = p.Profile(’t1’, ’t1’, False)

8 t2 = p.Profile(’t2’, ’t2’, False)

9 plot_sum(t1, t2)

10 plt.clf()

11 plot_sum(high_low , low_high)

12

13

14 def plot_profiles(p1, p2):

15 p1_cpu = p1.get_max_cpu ()

16 p2_cpu = p2.get_max_cpu ()

17 t = range(len(p1_cpu))
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18 plt.yticks ([i*10 for i in range (11)])

19 plt.ylim(bottom=0, top =100)

20 plt.xlabel(’Time in seconds ’)

21 plt.ylabel(’CPU usage percent at time t’)

22 plt.plot(t, p1_cpu , color=’blue’)

23 plt.plot(t, p2_cpu , color=’orange ’)

24 plt.legend ([p1.name , p2.name])

25 plt.title(’CPU usage of two compatible profiles ’)

26 plt.savefig(’figs/high_low_low_high.png’)

27 plt.clf()

28

29 def plot_sum(p1, p2):

30 p1_cpu = p1.get_avg_cpu ()

31 p2_cpu = p2.get_avg_cpu ()

32 p1_p2_cpu = [x + y for x, y in zip(p1_cpu , p2_cpu)]

33 t = range(len(p1_p2_cpu))

34 plt.yticks ([i*10 for i in range (11)])

35 plt.ylim(bottom=0, top =100)

36 plt.xlabel(’Time in seconds ’)

37 plt.ylabel(’CPU usage percent at time t’)

38 plt.plot(t, p1_p2_cpu , color=’green’)

39 plt.title(’Sum of "{}" and "{}"’.format(p1.name , p2.name))

40 plt.savefig(’figs/sum_of_ {}_{}. png’.format(p1.name , p2.name))

41

42

43

44 if __name__ == "__main__":

45 main()

1 import os

2 import matplotlib.pyplot as plt

3

4

5 # The following class is an example profile that takes in a

directory of logs

6 # It processes all of the txt files in the chosen directory and

assumes that each file is the log from one execution of a test

7 #

8 class Profile:
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9 def __init__(self , dir , name , include_memory=True):

10 self.name = name

11 self.include_memory = include_memory

12 self.cpu = []

13 self.memory = []

14 self.matches = []

15 self.start = 0 # This indicates whether or not this

instance of the profile should wait , and how long

16

17 self.process_logs(dir)

18 self.l = len(self.cpu)

19

20 def process_logs(self , dir):

21 if self.include_memory:

22 for filename in os.listdir(’./logs/’ + dir):

23 current_cpu = []

24 current_memory = []

25 with open(’./logs /{}/{} ’.format(dir , filename), ’r’

) as infile:

26 for line in infile.readlines ():

27 current_cpu.append(float(line.split(’ ’)

[0]))

28 current_memory.append(float(line.split(’ ’)

[1]))

29 self.cpu.append(current_cpu)

30 self.memory.append(current_memory)

31 else:

32 for filename in os.listdir(’./logs/’ + dir):

33 current_cpu = []

34 with open(’./logs /{}/{} ’.format(dir , filename), ’r’

) as infile:

35 for line in infile.readlines ():

36 current_cpu.append(float(line.split(’ ’)

[0]))

37 self.cpu.append(current_cpu)

38

39

40
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41 def get_avg_cpu(self):

42 return self.aggregate_avg(self.cpu)

43

44 def get_avg_memory(self):

45 return self.aggregate_avg(self.memory)

46

47 def get_max_cpu(self):

48 return self.aggregate_max(self.cpu)

49

50 def aggregate_avg(self , metric): #Returns a list of averages ,

average resource use for each timestamp of given metric

51 avg = metric [0]

52 for i in range(1, len(metric)):

53 for j in range(len(metric[i])):

54 avg[j] += metric[i][j]

55 for i in range(len(avg)):

56 avg[i] = round(avg[i]/len(metric), 1)

57 return avg

58

59 def aggregate_max(self , metric): # Returns a list where each

item is the highest value found for that timestamp

60 m = metric [0]

61 for i in range (1, len(metric)):

62 for j in range(len(metric[i])):

63 current = metric[i][j]

64 m[j] = current if current > m[j] else m[j]

65 return m

66

67 def get_max(self , metric):# Returns the highest recorded value

for the given metric

68 return max(metric)

69

70 def plot(self , aggregate="average"):

71 if aggregate == "average":

72 cpu = self.aggregate_avg(self.cpu)

73 if self.include_memory:

74 memory = self.aggregate_avg(self.memory)

75 else:
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76 cpu = self.aggregate_max(self.cpu)

77 if self.include_memory:

78 memory = self.aggregate_max(self.memory)

79

80

81 t = range(0, len(cpu))

82 plt.rcParams.update ({’font.size’: 15})

83 plt.plot(t, cpu)

84 plt.title(’{} CPU usage of profile "{}"’.format(aggregate ,

self.name))

85 plt.yticks ([i*10 for i in range (11)])

86 plt.ylim(bottom=0, top =100)

87 plt.xlabel(’Time in seconds ’)

88 plt.ylabel(’CPU usage percent at time t’)

89 plt.savefig(’./figs /{}_{}_cpu.png’.format( aggregate ,self.

name))

90 plt.clf()

91

92 if self.include_memory:

93 plt.plot(t, memory)

94 plt.title(’{} Memory usage of profile "{}"’.format(

aggregate , self.name))

95 plt.yticks ([i*10 for i in range (11)])

96 plt.ylim(bottom=0, top =100)

97 plt.xlabel(’Time in seconds ’)

98 plt.ylabel(’Memory usage percentage at time t’)

99 plt.savefig(’./figs /{}_{} _memory.png’.format(aggregate ,

self.name))

100 plt.clf()

101

102

103 def __str__(self):

104 return "Name: {}\ nDimensions: l = {}".format(self.name ,

self.l)

105

106

107

108
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109 if __name__ == "__main__":

110 p1 = Profile(’test1 ’, ’test1’)

111 p1.plot("average")

112 p1.plot("max")

113

114 p2 = Profile(’test2 ’, ’test2’)

115 p2.plot("average")

116 p2.plot("max")

1 import matplotlib.pyplot as plt

2 import numpy as np

3

4 def draw(test1 , test2 , threshold , name):

5 s = np.add(test1 , test2)

6 x = np.linspace(0, 11, 10)

7

8 plt.plot(x, test1 , drawstyle=’steps’, color=’g’)

9 plt.plot(x, s, drawstyle=’steps’, color=’b’)

10

11 plt.fill_between(x, s, step=’pre’, color=’b’, alpha =0.4)

12 plt.fill_between(x, test1 , step=’pre’, color=’g’)

13

14 plt.axhline(threshold , color=’r’)

15 plt.xlabel(’Time’)

16 plt.ylabel(’Resource usage’)

17 plt.title(name)

18 plt.ylim(top=10, bottom =0)

19 plt.xticks ([i for i in range (11)])

20 plt.legend ([’test 1’, ’Sum of test 1 and test 2’], loc=’upper

right’)

21 plt.savefig(’./figs/examples /{}’.format(name))

22 plt.clf()

23

24 plot_test(test1 , ’Test_1_ {}’.format(name), threshold , ’g’)

25 plot_test(test2 , ’Test_2_ {}’.format(name), threshold , ’b’)

26

27

28

29
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30 def plot_test(test , name , threshold , c):

31 x = np.linspace(0, 11, 10)

32 plt.plot(x, test , drawstyle=’steps’, color=c)

33 plt.fill_between(x, test , step=’pre’, color=c)

34 plt.axhline(threshold , color=’r’)

35 plt.xlabel(’Time’)

36 plt.ylabel(’Resource usage’)

37 plt.title(name)

38 plt.ylim(top=10, bottom =0)

39 plt.yticks ([0,1,2,3,4,5,6,7,8,9,10])

40 plt.xticks ([0,1,2,3,4,5,6,7,8,9,10])

41 plt.title(’Resource usage of {} over time’.format(name))

42 plt.savefig(’./figs/examples /{}’.format(name))

43 plt.clf()

44

45

46 def draw_special_case_1 ():

47 x = np.linspace(0, 16, 15)

48 T1 = [1,1,1,1,1,1,1,1,1,1,0,0,0,0,0]

49 T2_T3 = [0,0,0,0,0,1,1,1,1,1,2,1,1,1,1]

50 s = np.add(T1, T2_T3)

51 plt.plot(x, T1 , drawstyle=’steps ’, color=’b’)

52 plt.plot(x, s, drawstyle=’steps’, color=’g’)

53 plt.fill_between(x, s, step=’pre’, color=’g’)

54 plt.fill_between(x, T1, step=’pre’, color=’b’)

55 plt.xlabel(’Time’)

56 plt.ylabel(’Resource usage’)

57 plt.title(’Special case alternative 1’)

58 plt.ylim(top=10, bottom =0)

59 plt.yticks ([i for i in range (11)])

60 plt.xticks ([i for i in range (16)])

61 plt.legend ([’T1’, ’T2 + T3’])

62 plt.savefig(’./figs/examples/T1_T2+T3.png’)

63 plt.clf()

64

65 def draw_special_case_2 ():

66 x = np.linspace(0, 16, 15)

67 T1 = [2,2,1,1,1,1,1,1,1,2,0,0,0,0,0]
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68 T2 = [0,0,0,2,2,2,2,2,0,0,0,0,0,0,0]

69 T3 = [0,0,0,0,0,0,0,0,0,0,0,1,1,1,1]

70 plt.plot(x, T1 , drawstyle=’steps ’, color=’b’)

71 plt.plot(x, T2 , drawstyle=’steps ’, color=’g’)

72 plt.plot(x, T3 , drawstyle=’steps ’, color=’r’)

73 plt.fill_between(x, T2, step=’pre’, color=’g’)

74 plt.fill_between(x, T1, step=’pre’, color=’b’)

75 plt.fill_between(x, T3, step=’pre’, color=’r’)

76 plt.xlabel(’Time’)

77 plt.ylabel(’Resource usage’)

78 plt.title(’Special case alternative 2’)

79 plt.ylim(top=10, bottom =0)

80 plt.yticks ([i for i in range (11)])

81 plt.xticks ([i for i in range (16)])

82 plt.legend ([’T1’, ’T2’, ’T3’])

83 plt.savefig(’./figs/examples/T1_T2_T3.png’)

84 plt.clf()

85

86

87

88 if __name__ == "__main__":

89 draw([7, 8, 5, 2, 3, 6, 2, 2, 1, 3], [6, 5, 3, 7, 6, 4, 5, 7,

7, 6], 9, ’cpu_example_1.png’)

90 draw([2,4,1,5,3,6,7,8,6,7],[0,5,7,1,1,2,2,1,2,1], 9, ’

cpu_example_2 ’)

91 draw([7, 8, 5, 2, 3, 6, 2, 2, 1, 3],[0, 6, 5, 3, 7, 6, 4, 5, 7,

7], 9, ’cpu_example_1_shifted_1 ’)

92 draw([7, 8, 5, 2, 3, 6, 2, 2, 1, 3],[0, 0, 6, 5, 3, 7, 6, 4, 5,

7], 9, ’cpu_example_1_shifted_2 ’)

93 draw([7, 8, 5, 2, 3, 6, 2, 2, 1, 3],[0, 0, 0, 6, 5, 3, 7, 6, 4,

5], 9, ’cpu_example_1_shifted_3 ’)

94 draw_special_case_1 ()

95 draw_special_case_2 ()

1 import matplotlib.pyplot as plt

2 import os, datetime

3 from scipy.interpolate import make_interp_spline

4 import numpy as np

5
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6

7 # This script takes all logs (txt files) from a chosen directory

and plots the contents in a graph.

8 # It assumes that the files contains CPU usage

9 def read_logs(filename):

10 with open(’./logs /{}’.format(filename), ’r’) as infile:

11 return list(map(float , infile.readlines ()))

12

13

14 def read_files(dir):

15 return [read_logs(filename) for filename in os.listdir(dir)]

16

17 def plot_stats(stats):

18 for stat in stats:

19 x = np.linspace(0, len(stat), num=len(stat))

20 X_Y_spline = make_interp_spline(x, stat)

21

22 X_ = np.linspace(x.min(), x.max(), 500)

23 Y_ = X_Y_spline(X_)

24 plt.plot(X_ , Y_)

25

26 plt.title(’CPU usage percentages over time’)

27 plt.xlabel("Seconds")

28 plt.ylabel("CPU usage %")

29 plt.savefig(’./figs /{}. png’.format(datetime.datetime.now()))

30

31 def main(directory):

32 plot_stats(read_files(’./’+directory))

33

34

35

36 if __name__ == "__main__":

37 main(’logs/experiment ’)

1 import datetime , psutil , time , threading , os

2

3 def record(threshold , name):

4 timestamp = str(datetime.datetime.now())

5 filename = ’logs /{}/{}. txt’.format(name , timestamp.replace(’ ’,
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’-’))

6 os.makedirs(os.path.dirname(filename), exist_ok=True)

7

8 with open(filename , ’w’) as outfile:

9 print(’Recording resource utilization ...’)

10 start_time = time.time()

11 while True:

12 elapsed_time = time.time() - start_time

13 if elapsed_time > threshold:

14 print("Stopping recording")

15 break

16 outfile.write(’{} {}\n’.format(psutil.cpu_percent(

interval =1), psutil.virtual_memory ().percent))

17

18 def simulate_docker(id, client , path_to_dockerfile):

19 time.sleep (1)

20 print("Start test {}...".format(id))

21 tag = "test_{}".format(id)

22 client.images.build(path=path_to_dockerfile , dockerfile=’

Dockerfile ’, rm=True , tag=tag)

23 print("Finished test {}".format(id))

24

25 def simulate_cpu ():

26 os.system("sh simulate_cpu.sh")

27

28

29 def main(n_samples , name , t):

30 for i in range(n_samples):

31 t1 = threading.Thread(target=simulate_cpu)

32 t1.start ()

33 record(t, name)

34 t1.join()

35

36

37

38 if __name__ == "__main__":

39 main(4, ’test1’, 60)

40 main(4, ’test2’, 60)
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1 #!bin/bash

2

3 for n in {1..10000};

4 do

5 for m in {1..2000};

6 do

7 s=n+m

8 done

9 done

1 import docker , os, time , psutil , profiles , threading

2

3

4 def record_cpu(time_threshold , name):

5 filename = ’logs/experiment /{}. txt’.format(name)

6 os.makedirs(os.path.dirname(filename), exist_ok=True)

7

8 with open(filename , ’w’) as outfile:

9 print(’Recording resource utilization ...’)

10 start_time = time.time()

11 while True:

12 elapsed_time = time.time() - start_time

13 if elapsed_time > time_threshold:

14 print("Stopping recording")

15 break

16 outfile.write(’{} {}\n’.format(psutil.cpu_percent(

interval =1), psutil.virtual_memory ().percent))

17

18 def start_tests(a, b):

19 client = docker.from_env ()

20 client.images.build(path=’./’, dockerfile=’{} _Dockerfile ’.

format(a.name), tag=a.name , rm=True)

21 time.sleep(b.start)

22 client.images.build(path=’./’, dockerfile=’{} _Dockerfile ’.

format(b.name), tag=b.name , rm=True)

23

24

25 def main(a, b):

26 t = threading.Thread(target=start_tests , args=[a, b])
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27 t.start()

28 record_cpu (60, ’experiment ’)

29 t.join()

30

31

32

33

34 if __name__ == "__main__":

35 profile_1 = profiles.Profile(’test1’, ’profile_1 ’)

36 profile_2 = profiles.Profile(’test2’, ’profile_2 ’)

37 main(profile_1 , profile_2)
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