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Abstract
For decision-making support and evidence based on healthcare, high quality data 
are crucial, particularly if the emphasized knowledge is lacking. For public health 
practitioners and researchers, the reporting of COVID-19 data need to be accurate 
and easily available. Each nation has a system in place for reporting COVID-19 
data, albeit these systems’ efficacy has not been thoroughly evaluated. However, the 
current COVID-19 pandemic has shown widespread flaws in data quality. We pro-
pose a data quality model (canonical data model, four adequacy levels, and Ben-
ford’s law) to assess the quality issue of COVID-19 data reporting carried out by the 
World Health Organization (WHO) in the six Central African Economic and Moni-
tory Community (CEMAC) region countries between March 6,2020, and June 22, 
2022, and suggest potential solutions. These levels of data quality sufficiency can 
be interpreted as dependability indicators and sufficiency of Big Dataset inspection. 
This model effectively identified the quality of the entry data for big dataset analyt-
ics. The future development of this model requires scholars and institutions from all 
sectors to deepen their understanding of its core concepts, improve integration with 
other data processing technologies, and broaden the scope of its applications.

Keywords Data quality model · COVID-19 big dataset · 4A · Canonical data 
model · Benford’s law · CEMAC region

1 Introduction

The fast spread and magnetic nature of the COVID-19 pandemic have emphasized 
the importance of data quality, analyses, and models describing the potential trajec-
tory of COVID-19 to comprehend its effects on the planet. The Centres for Disease 
Control and Prevention (CDC) and the World Health Organization (WHO) have 
issued a set of general recommendations and technical guidelines as the frontrunners 
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in the fight against the new coronavirus [1, 2]. In the Central African Economic and 
Monitory Community(CEMAC) region countries, the CDC used rudimentary sur-
veillance systems to gather COVID-19 data in collaboration with provinces, local, 
and other partners [3]. Each country has its reporting system, such as dashboards, 
daily bulletins, etc. The reported COVID-19 data through these methods varies 
greatly from one country to the other in terms of both content and format. In order 
to properly analyze the data produced by these surveillance technologies, decision-
makers and analysts must be aware of their limitations. For instance, surveillance 
data on the number of reported cases of COVID-19 is inaccurate for several rea-
sons, and they do not reflect the actual number of cases [4]. For effective epidemic 
control, reliable epidemiological surveillance systems are required. One of its main 
purposes is to offer reliable data quality to make informed judgements [5]. In rela-
tion to the COVID-19 pandemic, recent studies [5–7] assessed the reliability of 
COVID-19 data gathered by the World Health Organization (WHO), the European 
Centre for Disease Prevention and Control (ECDPC), and the Chinese Centre for 
Disease and Prevention (CCDP). This study discovered that measurement inaccura-
cies increased and became more obvious when more countries supplied data to the 
official repositories [5]. It is challenging to understand the quality of the dataset dur-
ing the COVID-19 pandemic.

Benford’s law was developed as a simple and rapid technique to evaluate the 
effectiveness of surveillance systems during the influenza A (H1N1) pandemic. Its 
significance has been further highlighted by the Zika pandemic in American coun-
tries and the dengue outbreak in Paraguay from 2009 to 2011 [8]. Governments and 
public health systems require precise and timely information about the character-
istics and behavior of COVID-19 data in order to effectively address this ongoing 
public health crisis. When the COVID-19 epidemic started, several African nations 
quickly expanded their diagnostic and surveillance capabilities [9]. The early imple-
mentation of non-pharmaceutical treatments to stop transmission in the majority of 
African nations came at a cost to their healthcare systems and post-disaster reha-
bilitation [10, 11]. Data reporting techniques vary widely because of the diversity 
between African nations and the range of COVID-19 experiences. The COVID-19 
cases, deaths, and recoveries reported by recognized regional cooperating centers 
and member nations are compiled by the Africa Centre for Disease Control and 
Prevention (ACDC) using an online dashboard [12]. However, nations also have 
national reporting programs that can give researchers, medical professionals, poli-
cymakers, and the general public access to more thorough data. The frequency, sub-
stance, and style of such national reporting systems can vary and they may be more 
difficult to access.

Presently, it is practically challenging to produce high-quality statistics in 
this pandemic era without extensive cooperation/collaboration between health 
authorities, healthcare providers, and researchers from other sectors. Due to the 
COVID-19 pandemic’s urgency, datasets of poorer quality may be used, endan-
gering the validity of the conclusions and leading to biased evidence. Poor deci-
sion-making or not using data to inform decisions could be the results. Access to 
high quality health data is one of the methodological difficulties connected with 
evaluating COVID-19 data during the pandemic, and various data quality issues 
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have been discussed [13–15]. However, to our knowledge, no existing study sys-
tematically evaluates the data quality problems in the datasets provided by the 
national surveillance systems of the six CEMAC region countries for research 
purposes during the COVID-19 pandemic. Despite this being a global issue, this 
study solely uses WHO datasets for the six countries in the (CEMAC) region.

This paper proposes data quality model (DQM) (see Fig. 1), which comprises 
of three main propositions: (1) we propose a canonical data model (CDM), which 
is a standard data model to construct a common query that yields common results 
(see Fig.  2). Uncommon disease or outcomes of millions of patients cannot be 
investigated by a single institution. Thus, there is a constant push to build mas-
sive data networks across organizations, regions, and countries. You might be in 
charge of setting up a sizable data network that connects various organizations, 
each of which has its own electronic health records (EHR) system (see Fig. 3). 
Even hospitals with software for medical records from the same supplier adapt it 
to their specific patient populations, business requirements, and clinical workflow. 
There are other reliable data sources than the electronic health records (EHR). 
Institutions may also keep data from internal warehouses, patient registries, and 
various other data architectures. (2) we propose four adequacy levels (4A) as data 
quality model to fulfill the goals and purposes of the analysis. When we began by 
identifying the main characteristics of the data quality for our model, accessibil-
ity, contextual, representation, and intrinsic classification were taken as a basis, 
and (3) Benford’s law, which is a rapid tool to test the quality of the dataset for 
the different selected countries.

Contributions. In this paper, our contributions are stated as follows: The data 
quality models are seen to have the potential to significantly influence the deci-
sion-making process for data assessment. It can be an effective tool for the scien-
tific management of outbreaks while giving decision-makers situational insights 
from other facilities. To this end, the main contributions of this paper in response 
to these aforementioned problems are the following. 

1. Data quality model with four levels of adequacy (4A) has been suggested in 
order to comply with the unique features of the analysis that is carried out using 
a particular Big Data solution (see Table 2);

2. Canonical data model has been proposed and analyzed to design a common query 
that yields common results;

3. Enhanced Benford’s law is implemented to test the quality of the collected data-
sets on various countries from the CEMAC region countries;

4. Experiments are performed on real datasets collected from March 6, 2020, and 
June 22, 2022.

This paper is structured as follows. The related work is presented in Sect. 2. Back-
ground and the key components of data quality are covered in Sect. 3. Our proposal 
is shown in Sect. 4. experimental analysis in Sect. 5. The benefits of the model in 
Sect. 6, and the limitations in Sect. 7. The paper is concluded with Sect. 8.
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2  Related works

The existing data quality evaluation methods for COVID-19 data focus only on 
outbreak prediction and data quality evaluation [3, 4, 9, 16] in the COVID-19 
surveillance systems data. Through the year 2020, Judson et  al. [9] looked at 
national COVID-19 reporting procedures in all 54 African nations. These report-
ing systems were broken down into three categories: frequency, report type, and 
data substance. Healthcare capacity, diagnostic testing, and reporting parameters 
related to patient demographics and morbidities were compared. Ashofteh et al. 
[4] employed comparative statistical analysis to estimate the accuracy of data 
collected by the CCDCP, WHO, and ECDPC) based on the value of systematic 
measurement errors. The success of government actions against COVID-19 and 
the revelation of data quality issues that jeopardize the validity of non-pharma-
ceutical therapies were discussed in [16]. Further, Idrovo et al. [3] investigated on 
the success of COVID-19 pandemic monitored by the Chinese epidemiological 
monitoring system. They used information from the WHO’s situation reports 1 
through 55 to fill in the gaps in Benford’s law in order to provide an answer to 
this query. They came to the conclusion that throughout the present health emer-
gency, the Chinese epidemiological surveillance system had good data quality. 
We note, however, that these studies have only looked at a few COVID-19 data 
quality problems and their potential solution.

A study assessed the effectiveness of Tunisia’s system for monitoring influenza-
like illnesses, concluded that it needs to be closely monitored and improved to pro-
vide a more accurate picture of the disease situation [17]. In Nigeria, Visa et al. [18] 
examined the Kano State malaria surveillance and suggested methods to enhance 
the quality of the data. Reliable and timely data will help researchers, public health 
officials, and the general public assess how the coronavirus pandemic is affecting 
healthcare systems and prepare for the proper policy response at all levels of govern-
ment [19]. Currently, the alternative mathematical models created for other diseases 
and/or the experience of other nations where the outbreak has been discovered early 
and developed are being used as the basis for decisions and actions by governments 
and policymakers worldwide. For public health, a data-intensive field, high-quality, 
institutionally based datasets are necessary for data management and analysis [20]. 
Effective data quality model would ensure congruent results from many studies con-
ducted worldwide during the data gathering. In this paper, we propose data quality 
model to tackle COVID-19 data quality issues in the CEMAC region countries. This 
model is used to evaluate and suggest the COVID-19 data so that we can have a 
credible basis for decision-making. It can also be applied for other countries as well.

3  Background

This section discusses the perspective of COVID-19 data, issues of their collec-
tion, and the overview of data quality model framework measurement.



19578 A. Ngueilbaye et al.

1 3

3.1  The perspective of COVID‑19 data quality

Big data currently lacks a structural definition, making it challenging to determine 
the proper concept of data quality for big data. According to Gartner [21–23], big 
data is a significant, quick-changing, and extremely diverse information asset that 
calls for creative and economical information processing to enhance decision-
making, visibility, and process automation. Loshin et  al.,[24] asserted that, when 
resource requirements surpass the capabilities of the current data technology envi-
ronment, big data are subject to cost-effective solutions to handle current and future 
business difficulties. Moreover, big data is a comprehensive term that includes the 
dataset itself, along with technical, medical, commercial, and spatial value issues 
[23, 25, 26]. Big data are useful primarily because it extracts significant business 
value from data. High management tends to a propensity to believe that the bigger 
the big data, the greater the potential benefits. Regrettably, this occurs even when 
they are unsure of precise handling of big data issues or how to derive possible 
knowledge from big data research [22, 27]. Therefore, the first step in any big data 
research is to support high management in leading the research rather than investing 
in and implementing sophisticated technologies that will not yield any results that 
are pertinent to the research issue at hand [25, 28, 29].

In general, data quality management is concerned with evaluating datasets and 
taking remedial measures to make sure that the datasets serve the original goals for 
which they were designed [30]. To put it another way, the incoming data are worth-
while and suitable for big data analysis. The implementation of data quality manage-
ment principles differs slightly from the application of normal data due to additional 
technological and organisational obstacles brought about by big data [31]. Some of 
these facts are gathered in Table 1.

3.2  COVID‑19 data quality issues

COVID-19 has been around since 2019, and since its inception, tremendous amounts 
of data have been collected and disseminated in real-time. These data are used to 
inform various decisions regarding the implementation of non-prescription interven-
tions and public health policies. Despite the increasing number of terms used in big 
data, such as velocity, volume, and variety, they do not allow for the necessary qual-
ity checks to be performed properly. This is because the data quality issues that are 
typically associated with this type of data are becoming more evident. In addition to 
having a big volume, data quality also requires a great deal of effort to improve its 
application-level and scale. This is because the exploration of reliable and efficient 
data is very important to the development of new knowledge. Along with a large 
volume, big data also needs outstanding data quality. Because the investigation of 
effective and dependable data quality is crucial, it is necessary to achieve the simul-
taneous improvement of data scale, quality, and application-level.

In Africa, the CEMAC region countries registered its first cases in Cameroon on 
March 6, 2020, in Yaoundé. The second country to register his first was Gabon on 
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March 12, 2020, while countries in the third phase were Central Africa Republic, 
Congo Brazzaville, and Equatorial Guinea, which reported their case on the March 
14, 2020. The last country was Chad which recorded its case on the March 19, 2020. 
However, most of the identified cases were imported which originated from Europe 
and the United States of America rather than China. Because many of the health-
care systems in the continent were weak and had issues such a lack of financing 
and equipment, inadequate training of healthcare professionals, and ineffective data 
transfer, experts were concerned that COVID-19 would expand to Africa. It was 
believed that the pandemic, if it spread significantly, would be difficult to contain in 
Africa and would seriously affect the continent’s economy.

3.3  COVID‑19 data quality model and measurements

The data quality model (DQM) outlines a number of theoretical underpinnings and 
principles for impartially and objectively assessing the quality of data. An important 
idea of the model and its relationships is shown in Fig. 5. As a result, it can be used 
to assess various quality measurement data’s quality features. The quality attribute 
of the data is evaluated quantitatively by the quality measure specified in this model. 
The entire data life-cycle stage as well as additional operations can make use of data 
quality measurement, including:

• establishing criteria for data quality;
• evaluating data quality;
• implementing and maintaining data management, and processing documents;
• putting in place and maintaining the IT service management process;
• to improve the effectiveness and quality of data used in the organization’s deci-

sion-making processes;
• during the investigation, to compare the data quality of several data management 

technologies;
• to evaluate the system’s performance and/or the data-generation procedures.

4  Methodology

In this section, we give an extensive explanation of the operational procedure and 
the concept of the data quality model framework structured in Fig. 1, which is our 
framework where data flow through several modules to assess its quality. The pri-
mary modules of this framework consist of (a) data profiling with the four adequa-
cies (4A) Model, (b) Canonical Data Model to uniform the CEMAC region countries 
systems, and (c) Data Quality Assessment through Benford’s law. The large impact 
poor data has on analytics always justifies the capability of thorough analysis and 
evaluation of the quality of the big dataset. All organizations from different domains 
of expertise rely on data when planning short- or long-term strategies. Developing 
data quality models with poor data are of particular significance. In order to address 
this issue effectively, the model should be used to investigate an adequate solution. 
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Every model has strengths and weaknesses depending on the question posed on the 
ground.

4.1  The framework of the study

The Data Quality Model (DQM) framework is illustrated in Fig. 1. It is our theo-
retical framework where data flows through several modules to gauge its correct-
ness. The main components of our model are (a) data profiling with the four adequa-
cies (4A) Model, (b) canonical data model to uniform the CEMAC region countries 
systems, and (c) data quality assessment through Benford’s law. This framework 
comprises three main structures: (1) the canonical data model (CDM), which is a 
standard data model to construct a common query that yields common results as 
shown in Fig. 2. Uncommon disease or outcomes of millions of patients cannot be 
investigated by a single institution. Thus, there is a constant push to build massive 
data networks across organizations, regions, and countries. One might be in charge 
of setting up a sizable data network that connects various organizations, each of 
which has its own electronic health records (EHR) system (see Fig. 3). (2) the four 
adequacy levels (4A) as data quality model to fulfill the goals and purposes of the 
analysis, and (3) Benford’s law, which is a rapid tool to test the quality of the dataset 
for the different selected countries.

4.2  COVID‑19 data quality model

Building the statistical and computational techniques for the data quality model 
approach, we firstly propose the mathematical framework to illustrate the COVID-19 
concept. Secondly, we propose the four adequacies as a data quality model. Thirdly, 
we propose common data model also known as the CDM, to enable CEMAC 
region countries to establish and distribute a common definition of its entire data 
unit. Lastly, we propose Benford’s law to assess the datasets’ quality. To improve 
decision-making, the data quality model seeks to address data quality before data 

Fig. 1  Data quality model framework
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analytic. This is accomplished by estimating the properties or features of the data’s 
quality and using the data quality model metric to assess the attributes’ accuracy, 
completeness, and consistency. Moreover, the benefits of this common data model 
are to increase the ability to include more data partners to participate in the data 
request; it reduces the need for database administrators to reformat the output, and 
it ensures that the same query logic is applied at all data partners. This research 
mainly deals with data quality of data sources, more precisely COVID-19 datasets 
of CEMAC region countries. The assessment is essential to ensure the quality levels 
of these countries’ COVID-19 datasets with optimal costs. Hence, we must under-
line the importance of big dataset quality since without it, we are unable to generate 
accurate estimations for the analytic.

Fig. 2  Data model with common results

Fig. 3  Data model with different results
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4.2.1  Formulation

Let � represents a set of six countries’ datasets with m instances and n observa-
tions, i.e., D has m data samples. Each sample has n attributes. �={S1_CMR , 
S2_CAF , S3_TCD , S4_COQ , S5_GNQ , S6_GAB }, where S1_CMR → Came-
roon, S2_CAF → CentralAfricaRepublic, S3_TCD → Chad, S4_COQ → Congo, 
S5_GNQ → EuatorialGuinea, and S6_GAB → Gabon are the quality metric func-
tion that will evaluate and measure a DQM fk for each value (system) of an attrib-
ute ei in the data sample si and returns 1 if correct, otherwise, 0. Each si function 
will determine whether the attribute’s value complies with the fk constraints. For 
instance, the range of values between 0 and 100 is what is meant when defin-
ing the metric accuracy of an attribute; otherwise, it is inaccurate. Similarly, the 
system can refer back to the data source to satisfy the data constraint. After this 
process, all the observed datasets from various countries will be authenticated 
by Benford’s law to define whether the dataset is accurate before storing in the 
centralized CDM of the region. The metric fk will be evaluated t measure if all 
the attributes individually are fk satisfied by the condition. This is done for each 
instance of the data sample si as represented in Fig. 4 followed by Algorithms 1 
and 2.

Fig. 4  Data quality model assessment
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4.2.2  Mathematical model of COVID‑19

A deterministic compartmental model is used to simulate the COVID-19 pandemic 
disease propagation inside a specific contaminated territory C [32–34]). Scenario 
The corona is a mathematical consequence of severe acute respiratory syndrome 
occurring in a contaminated area or unit. The contiguous Severe Acute Respiratory 
Syndrome (SARS) and Middle East Respiratory Syndrome (MERS) in humans and 
animals account for H∞ instances of contagious infection on the unit or territory 
C. Because each infected person has a maximum ideal made up of functions f with 
f (z) = 0 , it contains an open subspace C in its spreading S (maximal ideals). Since 
the spreading is a compact space and the subspace C is not, the subspace C cannot 
encompass the complete spreading S.
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Formulation: If f1,… , fn ∈ H∞ , the bounded set of infection cases on the ter-
ritory C in a complex plane. And if |f1(z)| +⋯ + |fn(z)| ≥ 𝛿 ≻ 0 in C, then there 
∃g1 … gn ∈ H∞ with 

∑
fjgj = 1 in C. H∞ is a vector space under pointwise SARS 

and the MERS in animals and humans with the norm ‖f‖ = sup�f (z)�, z ∈ C . Since 
the pointwise product of two bounded epidemic diseases is bounded, there is a dual 
space H∞ in the SARS space, which consists of all continuous linear mappings of 
infection cases in divers countries C from H∞ . Functions � ∈ H∞ have the added 
property of being multiplicative, �(fg) = �(f )�(g) . We designate the set of these 
multiplicative linear functionals by M. For instance, if � ∈ D , then �(f ) = f (�) is 
in M is called a point evaluation. The set H∞ consists of topology �� that converges 
to � if each f ∈ H∞ , and the numbers ��(f ) converge to �(f ) . The Corona theorem 
stipulates “point evaluations” are dense in this topology, and Carleson [35] demon-
strated that M inherits the mechanism of convergence from H∞ by Kakutani in 1941 
[36].

4.3  4A levels data quality model

Solutions for big data might be thought of as complete information systems. In 
this sense, our big data input targets are concerned with the transactional and ana-
lytic Covid-19 data quality in the CEMAC region countries. Our objectives are not 
focused on the consequences of big data computing, which quality must be assessed 
using divers models. An important idea of the model and its relationships is shown 
in Fig. 5. This input data quality level is evaluated within the data quality standard, 
such as ISO/IEC 25012 [22]. The proposed data quality model relies on the data 
quality model represented in the standard ISO/IEC 25010 [22, 28]. Data understand-
ing is a product to which data can be applied in accordance with the quality inter-
pretation established by ISO/IEC 25010. The four adequacy levels (4A) data quality 
model presented in this study is intended to close the hole and evaluate the COVID-
19 data quality model.

This new model is proposed to show how sound and relevant the data is from 
a quality standpoint for the intended data assessment objective. We suggest that 
the main key point to evaluate the degree of data quality concern on COVID-19 
data is the adequacy of data quality to be analyzed. The ability to be adequate for 
a need, purpose, or demand is called adequate. The ability of data to be sufficient 
to achieve the objectives and aims of the analysis is known as data adequacy. The 
classification of DM Strong et al. [37] served as the starting point for identifying 
the key attributes of our data quality model. To meet the characteristics of Repre-
sentational, Accessibility, and Intrinsic, these categories were split into two fea-
tures for the big dataset: Contextual Adequacy and Operational Adequacy. This 
simplification was made mostly due to the requirement that data be processable 
using the tools and technology available for big data analysis. These three criteria 
fall under the definition of a single quality that we refer to as Operational Ade-
quacy. Regarding Contextual Adequacy, we concede that the temporal elements 
of the context are adequate in terms of context. However, a solitary evaluation 
of the temporal elements was deemed necessary due to the real-time analysis’ 
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expanding significance. The Contextual category was consequently divided into 
Temporal Adequacy and Contextual Adequacy. As a result, we pinpoint the fol-
lowing four crucial data quality traits as being crucial in big data analysis: Con-
textual, Temporal, Operational, and Explanatory Adequacy. Subsequently, the 
definition of each trait from the 4A levels data quality model is then given:

Regardless of type (e.g., structured vs. unstructured), quantity, or inflow veloc-
ity, Contextual Adequacy is the capacity of datasets to be employed within the 
same domain of interest for the study. Therefore, information must be:

• Relevant and comprehensive: data must be sufficient and appropriate for the 
task at hand (such as in the case of a big data analysis);

• Data must be understood in accordance with the context presented and be free 
of inconsistencies caused by duplications to be unique and semantically com-
patible;

• In big data analysis’s framework, data characterize real things in a semantic 
precise manner;

• Credible: Analysts should assess the context-specific degrees of data integrity 
(the trustworthy of data source);

• Confidential: The data must be accessible to the same group of people who 
are allowed to do the analysis;

• Comply with the stated rules and regulations.

Fig. 5  The main concept of the data quality model assessment [22]
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Data that meets the Temporal Adequacy criteria lies within an appropriate time 
frame for the analysis, such as contemporaneous, similar in age, or span a certain 
period for historical data. It is significant to note that this definition only addresses 
the temporal characteristics of the data themselves and does not address the tempo-
ral aspects of data processing. Since there are numerous ways to interpret this, the 
data processing must be:

• time-concurrent: refers to events that took place at appropriate times or similar 
(for instance, if a study is centered on a past occurrence, data must link to related 
and contemporaneous events);

• current: The age of data should be consistent. Combining data with varied 
degrees of accuracy may not always produce solid analysis;

• timely updated: data must be correctly updated for the current task in order to be 
used in the analysis;

• frequent: The data used to generate insights from any trend analysis are typically 
tied to future time slots for records (necessary frequencies).

• time-consistent: Data must be coherent with the represented time and free of any 
incoherence to be considered (e.g., disordered events, impossible dates, etc.).

The degree of data processing for intended analysis by a suitable technologies with-
out omitting a piece of data from the analysis is called Operational Adequacy. This 
demonstrates that adequate and suitable resources are available for the analysis (for 
instance, similar data types, equivalently expressed data attributes, etc.). The perfor-
mance and cost-effectiveness of the 4Vs must both be considered. Therefore, infor-
mation in the multiple datasets should:

• be easily recovered, available for analysis, and accessible;
• be granted permission for the intended uses;
• be expressed using same data types, with an equivalent degree of precision, and 

be portable;
• have a convincing representation to save money;
• provide an audit trail that permits tracking changes and accesses;

Explanatory Adequacy states that data quality knowledge must abide by a set of 
global standards for adequate quality data. This indicates that there is a major and 
appropriate policy for the use of the available resources. It is important to take into 
account the 4Vs (volume, velocity, variety, and veracity) in terms of cost-effective-
ness and performance.

As a result, the various datasets should adhere to the following operational issues:

• Data quality is still a problem. As more data is collected, it becomes harder to 
analyze everything accurately and reliably;

• It’s crucial to have accurate data descriptions (metadata). It’s important to organ-
ize and process data;

• Interpretation of data remains mostly of an art than a science;
• The data perspective representation is challenging or difficult to master;
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• The analysis of the data in real-time is somewhat out of date;
• It is preferable to have a long-term data custody policy, and this policy must be 

followed.

Table 2 shows the data quality features that may influence the four adequacy levels 
as data quality model.

4.4  4A quality in canonical data model(CDM)

A sort of data model known as a canonical data model (CDM) displays data items 
and associations in the most straightforward manner. It is sometimes referred to as a 
common data model since it enables data exchange between systems of any technol-
ogy. A CDM is widely used in system or database integration operations when data 
are shared across several platforms and operating systems. In terms of adequacy lev-
els, it essentially gives an organization the power to develop and disseminate a single 
definition of its complete data unit. Identification of all entities, their characteristics, 
and the connections between them is necessary for the design of a CDM. When data 
units are shared between various information system platforms during integration 
processes, a CDM’s reputation is most readily apparent. It presents or defines data 
using a complete data format, enabling data sharing between various applications 
easier. These six entities in Fig. 6 represent the six CEMAC region countries. The 
acronyms for the entities are defined in Table 3 below.

Table 2  Data quality model evaluation for big dataset based on 4A levels

Data quality features Contextual 
Adequacy

Temporal 
Adequacy

Operational 
Adequacy

Explana-
tory 
Adequacy

Accuracy x
Consistency  x  x  x
Credibility  x  x
Currentness  x
Completeness  x
Accessibility  x
Efficiency  x  x
Confidentiality  x  x  x
Precision  x
Compliance  x  x
Traceability  x  x
Availability  x  x
Understandability  x  x
Portability  x  x
Recoverability  x  x
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4.4.1  Canonical data model design methodology

The CDM design comprises of the procedure by which information from partici-
pating databases from these six CEMAC region countries can be defined up-front. 
In this context, local-as-view (LAV) and global-as-view (GAV) factors can be used 
to categorize the association between the global conceptual or mediated schema 
(GCS) and the local conceptual schemas (LCSs) [38]. Because the GCS is provided 
in LAV systems, each LCS is viewed as a view definition over the GCS. In the GAV 
systems, the GCS is described as a group of views over the LCSs. These points of 
view classify the various ways that the LCS elements can be converted into the GCS 

Fig. 6  Canonical data model

Fig. 7  GAV and LAV mapping

Table 3  Analytical-based 
systems for CEMAC region 
countries

Attributes Description

S1_CMR System 1 for the Republic of Cameroon
S2_CAF System 2 for the Central Africa Republic
S3_TCD System 3 for the Republic of Chad
S4_COG System 4 for the Republic of Congo
S5_GNQ System 5 for the Republic of Equatorial Guinea
S6_GAB System 6 for the Republic of Gabon
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elements. Their distinctions can be demonstrated, for example, by comparing the 
outcomes of each system [39]. The set of objects described in the GCS is the only 
set that may be accessed by a query in GAV, even though local database manage-
ment systems (DBMSs) may have a far greater range of items (Fig. 7a).

In contrast, the GCS definition may be more comprehensive. The objects in the 
local database management systems (DBMSs) in LAV limit the results (Fig. 7b). So 
it might be required to cope with incomplete answers in LAV systems. A hybrid of 
these two strategies known as global–local-as-view (GLAV) [40] has also been put 
forth, in which the relationship between GCS and LCSs is defined by the employ-
ment of both LAV and GAV.

4.4.2  Canonical mapping generation and illustration

The process of creating a mapping starts with the source LCS, the destination GCS, 
a set of M schema matches, and a set of queries that, when run, produce GCS data 
instances from the data source.

Let us consider for more concrete illustration by referral to the canonical rela-
tional representation that we have adopted. A set of relations S = S1 ⋯ + Sm make up 
the source LCS under examination. A set of global or target relations, T = T1 …Tn , 
and M consists of a set of schema match rules make up the GCS. In order to produce 
data for each Tk from the source relations, we are creating a query Qk for each Tk 
that is described on a subset of relations in S. This is accomplished iteratively via 
an algorithm used in [41] that takes each Tk into account in turn. It begins with Mk 
⊆ M, where Mk is the set of rules that only apply to the characteristics of Tk , and 
subdivides it into { M1

k
,… ,Ms

k
 }, where each subset defines a potential method for 

computing the values of Tk . For example, we will use an illustrative below to dem-
onstrate the algorithm. Since we have six (6) CEMAC region countries represented 
as follows:

System 1 → Republic of Cameroon ( S1_CMR);
System 2 → Central Africa Republic(S2_CAF);
System 3 → Republic of Chad ( S3_TCD);
System 4 → Republic of Congo ( S4_COQ);
System 5 → Republic of Equatorial Guinea ( S5_GNQ);
System 6 → Republic of Gabon ( S6_GAB).

 Source relations (LCS):

S1_CMR(A1,A2);
S2_CAF(B1,B2,B3);
S3_TCD(C1,C2,C3);
S4_COQ(D1,D2,D3);
S5_GNQ(E1,E2);
S6_GAB(F1,F2).
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Target relation (GCS): T(W1W2W3W4W5W6)

4.5  Benford’s law

Benford’s law is an observation of finding the first digits of the numbers in real-
world data sets. Intuitively, one may anticipate that the distribution number of these 
leading digits would be uniformly distributed, giving any digits from 1 to 9 an equal 
chance of showing up. It frequently happens that 1 occurs more frequently than 2, 2 
more frequently than 3, and so on [42]. Benford’s law is condensed in this comment. 
To be more precise, the Law estimates the frequency of leading digits using base-10 
logarithms that predict specific frequencies, which decrease as the digits increase 
from 1 to 9. Benford’s law specifies a statistical distribution for many datasets’ first 
and higher-order digits. Numbers are anticipated to naturally follow the predicted 
digits pattern under very general circumstances. Conversely, any deviation from the 
Benford distribution could point to an external alteration of the anticipated pattern 
brought on by data fraud or manipulation. Many statistical tests are available to eval-
uate the Benford conformity of a sample. However, in some real-world scenarios, 
there can be concerns about the dependability of the data due to the small amount 
available for analysis. Publications in science, technology, and business are currently 
being checked twice. It’s an unfortunate situation, but true development. We are sur-
rounded by statistical models and conclusions in this age of big data. These stud-
ies and models significantly impact our society and their findings in various areas, 
including healthcare, economics, social interaction, and technology research. The 
fact that basic science research publications, which ought to report the pure, objec-
tive truth, are not exempt from such dishonesty and fraud is all the more depressing. 
We require strong analytical methods and efficient screening procedures to assess 
these datasets’ validity. As a result, a real-world example is given to show how use-
ful and effective a sounding testing Benford compliance test for these various sam-
ple datasets is for anti-fraud investigations.

The rule of the first digits, also known as Benford’s law [42], predicts that for 
a given collection of integers, those with a first digit of “1” will occur more fre-
quently (30.103%) than those with a first digit of “2” to “9” (17.609%, 12.494%, 
9.691%, 7.918%, 6.695%, 5.799%, 5.115%, and 4.576%). The fact that in a variety 
of situations, the frequency with which objects form “naturally” is an inverse func-
tion of their size can be used to explain why Benford’s law fits empirical evidence so 
well. More often than little objects, which more frequently than large ones, are small 
objects [5]. This law is formulated as follow:

suppose that ⟨x⟩ = x − ⌊x⌋ for x ∈ ℝ , where ⌊x⌋ denotes the “floor finction”, i.e 
⌊x⌋ = max{n ∈ ℤ ∶ n ≤ x} . It is ostensible that ⟨x⟩ stands for fractional part of x and 
it is also designate with {x} in [43]. More so, each not-null x ∈ ℝ the so-called “sig-
nificant function” S ∶→ ℝ[1, 10[ is provided by S(x) = 10⟨log10�x�⟩ , while S(0) ∶= 0 & 
x = 0 [43]. For suitability, s(x) = log10S(x) and the first significant digit x of D1(x) , may 
be restructured in terms of significant function ( i.e. D1(x) = ⌊S(x)⌋ , and kth significant 
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digit x of D1(x) , may be generally reconstruct as Dk(x) = ⌊10k−1S(x)⌋ − 10⌊10k−2S(x)⌋ 
for k = 2, 3,… [43]). Since S(x)=

∑
l∈ℕ 10

−l+1D1(x) , it holds {x ∈ ℝ ∶ D
l
(x) =

d
k
} = x ∈ ℝ ∶ S(x) ∈ [10l−kC

d
l
,…,d

k
, 10l−k(C

d
l
,…,d

k
+ 1)[ , where Cdl ,…,dk

=
∑k

l
10k−ldl , 

while d1 ∈ 1,… , 9 & dl ∈ 1,… , 9 for l = 2,… , k.
Let a random variable X be the probability space ( Ω,Γ,P). The joint probability 

distribution based on the prior remarks of the random vector (Dl(X),… ,Dk(X)) by 

P(Dl(X) = dl,… ,Dk(x) = dk} = PS(x) ∈ [10l−kCdl,…,dk
, 10l−k(Cdl,…,dk

+ 1)[ , where 

Cdl,…,dk
=
∑k

l
10k−ldl , while d1 ∈ 1,… , 9 and dl ∈ 1,… , 9 for l = 2,… , k . In par-

ticular, it shows that P(Dl(X) = dl) = P(S(X) ∈ [dl, dl + 1[) . According to [43, 44], 
the random variable is said to be Benford if P(S(X) ≤ t) = log10 t for t ∈[1,10[ and it 
obviously equivalent to P(S(X) ≤ u) = u for u ∈[0,1[. Thus, the joint probability dis-
tribution of the random vector (Dl(X),… ,Dk(X)) is given by 

P(Dl(X) = dl,… ,Dk(x) = dk) = log10(
Cdl ,…,dk

+1

Cdl ,…,dk

) . Moreover, for k = 1 , this expres-

sion reduces to P(Dl(X) = dl) = log10(
d1+1

d1
) , which is the famous result originated 

by Mewcomb in 1881 [44] and consequently rediscovered by Benford in 1938 [42]. 
On the basis of [44], the random variable X is assumed to be the generalized Ben-
ford’s law (GBL) with the parameter � if P(S(X) ≤ t) = log10t � = 0 and 
t�−1

10�−1
� ≠ 0 . For t ∈ [1, 10[ or equivalently P(S(X) ≤ u) = u, � = 0 and t

�u−1

10�−1
� ≠ 0 

for u ∈ [0, 1[.

5  Experimental analysis

In this section, we demonstrate our experiments to evaluate the data quality of the 
COVID-19 big dataset.

5.1  Experiments setup

The experiments were conducted on a Computer Legion System (GPU) with a 
Processor Intel(R)Core (TM) i7-8750H CPU @ 2.2GHz, 2208 MHz, 6 cores, 12 
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Logical Processor(s), 16GB of memory, 512GB SSD, 1TB HDD, NVIDIA GTX 
1060 and Windows 10 Operating System. The approach was put into practice using 
the Python programming language, Anaconda version 3, and Microsoft Excel [45] 
(Table 4).

5.2  Datasets

To gather evidence regarding the level of the epidemiological surveillance system’s 
performance, we used Our World in Data by Hannah Ritchie et al. [46], and datasets 
for the six CEMAC region countries from March 6, 2020, to June 22, 2022, only 
were extracted. A sample consisting of 4974 instances, 66 observations, 161,694 
missing observations, and 0 data duplication. The datasets were updated daily from 
the WHO situation reports [46]. In this situation, reports were the number of con-
firmed cases, suspected cases, and death cases as labels in the past 24 h, and cumu-
lated confirmed cases and death cases in each country, region, and city. The log-like-
lihood ratio test was used to assess cumulative cases gathered from various nations 
and reported by the WHO in terms of how well they adhered to the data quality 
model and the distribution of Benford’s law. More details about the dataset are avail-
able at: https:// ourwo rldin data. org/ or https:// covid 19. who. int/ WHO- COVID- 19- 
global- data. csv (Accessed on 15th June 2022).

5.3  Evaluation of data quality levels

Data Quality Model Assessment (DQMA) suitability is obtained from the character-
istics of the data profiling function. The profiling data function extracted the results 
from various countries’ data collection. It sets at the scale of input and output values, 
i.e., input values [0–100] and output values [1–5]. The output profiling is estimated 
in ranges. The range is a vector that indicates the maximum value or percentage of 
items in each level to get the output value. For example, suppose one evaluates a 

Table 4  Notation definition Notation Definition

acc Accuracy
r.v Random variable
DQMA Data quality model assessment
DQ Data Quality
S1_CMR System number 1 for the Republic of Cameroon
S2_CAF System number 2 for the Central Africa Republic
S3_TCD System number 3 for the Republic of Chad
S4_COG System number 4 for the Republic of Congo
S5_GNQ System number 5 for the Republic of Equatorial Guinea
S6_GAB System number 6 for the Republic of Gabon
∃ There exists

https://ourworldindata.org/
https://covid19.who.int/WHO-COVID-19-global-data.csv
https://covid19.who.int/WHO-COVID-19-global-data.csv
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system and gets the following values of the characteristics: 23.98, 33.37, and 67.51. 
The value suitability from the characteristics is classified into levels depending on 
their value, as shown in Table 5. Therefore, the value 23.98 belongs to level 1, 33.37 
belongs to level 2, and 67.51 belongs to level 3. It is also shown that the quality of 
these datasets reaches the required level (see Table 5). Table 5 presents the profiling 

Table 5  Data quality model 
adequacy levels of the six 
CEMAC region countries 
datasets

Accuracy (%) DQ levels Quality values DQMA (%)

Republic of Cameroon
1 0–24
2 25–49

65.77 3 50–74 97
4 75–94
5 95–100

Central Africa Republic
1 0–24
2 25–49

66.32 3 50–74 97
4 75–94
5 95–100

Republic of Chad
1 0–24
2 25–49

66.62 3 50–74 97
4 75–94
5 95–100

Republic of Congo
1 0–24
2 25–49

68.02 3 50–74 97
4 75–94
5 95–100

Republic of Equatorial Guinea
1 0–24
2 25–49

67.51 3 50–74 97
4 75–94
5 95–100

Republic of Gabon
1 0–24
2 25–49

66.63 3 50–74 97
4 75–94
5 95–100
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assessment levels performance indicated by our model and the accuracy of the data 
quality of each country from the six CEMAC region countries.

5.4  Discussions

It is practically challenging to produce high-quality statistics in this pandemic era 
without extensive cooperation/collaboration between health authorities, healthcare 
providers, and researchers from other sectors. Due to the COVID-19 pandemic’s 
urgency, datasets of poorer quality may be used, endangering the validity of the 
conclusions and leading to biased evidence. Poor decision-making or not using data 
to inform decisions could be the results. Access to high quality health data is one 
of the methodological difficulties connected with evaluating COVID-19 data dur-
ing the pandemic, and various data quality issues have been discussed. However, to 
our knowledge, no existing study systematically evaluates the data quality problems 
in the datasets provided by the national surveillance systems of the six CEMAC 
region countries for research purposes during the COVID-19 pandemic. Despite this 
being a global issue, this study solely uses WHO datasets for the six CEMAC region 
countries.

The existing data quality evaluation methods for Covid-19 big datasets focus only 
on outbreak prediction and data quality evaluation in the COVID-19 surveillance 
systems data. Researchers also made an analysis of national COVID-19 reporting 
methods in 54 African nations by report type, frequency, data content, and reporting 
systems were compared. The patient demographics and morbidities, the capacity of 
the healthcare system, and diagnostic testing were all compared as reporting met-
rics. Table 5 presents the assessment levels performance indicated by our model and 
the accuracy of the data quality of each country from the six CEMAC region coun-
tries. All these accuracies (65.77%, 66.32%, 66.62%, 68.02%, 67.51% and 66.63%) 
are at data quality level 3 according to the quality value range [50–74], which is 
fairly acceptable for this situation. Table 6 shows the sample extracted cases distri-
bution data of the six CEMAC region countries with its issues and the starting time 
of COVID-19 in these countries. Table 7 presents the performance of Benford’s law 
on each country dataset. As shown, the distribution data is not fitted properly with 
respect to Benford’s law. We conclude that the six CEMAC region countries’ data-
sets lack quality. Our results indicate a significant disparity in the quality of COVID-
19 data reporting across those six CEMAC region countries. The records range from 
[0–100] for the Quality value, [1–5] for the Data Quality levels, and Benford’s law 
for an objective and fast way to access the performance of the surveillance systems 
and data collected during the epidemics. The result in Table  5 varies from 65.77 
to 68.02% for the six CEMAC region countries, which lies at data quality Level 3 
(fair). In addition, we identify the non-correlation of the data with Benford’s law, as 
shown in Table 7 and Fig. 8. The blue bars represent Benford’s law results obtained 
from each country dataset compared with the orange bars, which is the standard 
Benford’s law distributed leading digits lying between 1 and 9.

It is critical everywhere that scientific data be produced to aid in the manage-
ment of the COVID-19 epidemic. However, if the quality of the datasets is poor, the 
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evidence generated can be unreliable and hence only be somewhat applicable. This 
issue may be especially serious when skewed conclusions are repeated throughout 
research using low-quality datasets provided by reputable institutions. The prob-
lem of using datasets with sub-optimal quality for research or tackling the spread of 
the disease during the pandemic probably occurs in many countries. Using the six 
CEMAC region countries’ datasets, this research reports many inconsistencies and 
incompleteness of data (Tables 5, 6, and 7) that may overlap with scientific conclu-
sions. Table 2 presents data quality issues detected in the used datasets at different 
levels of adequacies and possible solutions. The missing and inconsistent data issues 
might be due to the data collection mechanism and/or the database records sent to 
researchers or WHO. In striving to produce and provide high-quality data to the 
public, DQMA represents best practices for the six CEMAC region countries and 
other institutions, and agencies to emulate along with these proposed approaches.

6  Benefits

This study proposes a novel data quality model in the sense to help the research 
community and public health practitioners by allowing them to provide accurate and 
accessible COVID-19 data. The following are the primary advantages of this model: 

1. 4A adequacy levels represent the interdependence of all sorts of attributes defined 
in ISO/IEC25010. As a product that meets the established requirements, quality 
interpretation can be used to data comprehension. The four adequacy levels (4A) 
data quality model is created to bridge a gap in the data quality model, empower-
ing the assessment of the covid-19 data quality model.

Fig. 8  Benford’s law comparison with the six CEMAC region countries datasets
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2. Canonical Data Model is a design pattern for an enterprise’s applications and ser-
vices, which could be any app or service, to standardize on agreed data definitions 
or formats, reducing the number of data translations, and lowering maintenance 
effort and cost. Canonical Models have the following key applications:

• Merger and acquisition—integrate applications with distinct data models.
• Reducing application dependencies on an integrated data platform
• Creating consistency in data nomenclature across business units
• Development of a uniform data model
• Assist with the Data Governance program.

3. A straightforward and practical analytical approach for assessing the caliber of 
COVID-19 datasets is Benford’s law. As a result, it can be used to identify possi-
ble difficulties in huge data sets brought about by malicious a priori or a posteriori 
modification of datasets, as well as problems with rounding, data transfer, and 
treating observations to the limit of detection.

This model is offered to provide a method for determining how sound and relevant 
the data is from a quality standpoint for the desired data analysis goal.

7  Limitations

Although there are possible benefits of using the innovative method, there are also 
drawbacks. Due to the number of parameters optimized during data processing, the 
implementation of a data quality model necessitates a significant amount of time 
for data inspections and getting a comprehensive dataset. To accelerate computation 
time, a reasonable calculation time could be catered to use dynamic programming. 
Furthermore, the complexity of data sources is at the root of constraints in the acces-
sibility of COVID-19 data and documentation.

8  Conclusions

This paper proposes data quality model to generate a set of actions to be taken so 
that to improve the quality of COVID-19 data. The framework is comprised of 
canonical data model, Four Adequacy levels, and Benford’s law to manage and test 
the quality of the six CEMAC region countries COVID-19 data. The six CEMAC 
region countries COVID-19 data helped achieving an efficient DQM by reducing 
computing time and resources. The experiments we carried out on a big dataset 
demonstrated that the COVID-19 dataset’s data quality can be restricted to a insig-
nificant representative data sample. The end results are sets of generated adequacy 
levels based on data quality scores. Each adequacy level targets a data quality dimen-
sion for a dataset attribute. These proposed models are applied on the source data-
set to strength and increase its quality. With the help of this methodology, we want 
to address the COVID-19 data issues discovered in six CEMAC region countries 
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as a result of our expertise evaluating data quality models. As part of our ongoing 
research, we intend to create an automated optimization and model discovery system 
based on the outcomes of the data Quality dimension. Build a model and/or context 
metric for data quality dimension for big data and use it as a guide to generate data 
quality dimension metrics automatically.
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