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A B S T R A C T

Receiving navigation directions and relevant information through appropriate channels is crucial for individu-
als with visual impairments when they use navigation assistant systems. Various navigation assistant systems
have implemented diverse methods and modalities to provide navigation instructions to users. Moreover,
several studies have examined the preferences of individuals with visual impairments regarding modalities.
These studies have primarily relied on surveys or interviews to report their findings. In this study, we
extensively investigated the type of navigation information individuals with visual impairments would prefer
to receive. To achieve this, we employed a mixed-method design comprising an experiment, a questionnaire,
and interviews conducted with participants with visual impairments and individuals with 20/20 vision who
were blindfolded. We tested unimodal instruction modes (audio only) and multimodal instruction modes (audio
and vibration), along with two types of audio instructions: short and descriptive. To evaluate the participants’
navigation performance, we measured the time taken and errors made during navigation using different
instruction types and modes. The findings of this study suggest that the instruction mode does not have any
significant effect on the time taken or errors made to complete the trials. Additionally, no evidence was found to
support the preference for descriptive instructions over short instructions among the participants. Furthermore,
the study did not find evidence to suggest that participants prefer receiving detailed instructions about the
environment and obstacles during navigation. It became evident that participants had varying preferences for
instruction modes, highlighting the importance of customized functionalities in navigation assistant systems.
Moreover, our study validated that participants with visual impairments spent less time and made fewer errors
during navigation compared to blindfolded participants with 20/20 vision. We believe that the results of this
study will contribute to expanding the understanding of user preferences regarding the type and modality of
instructions in the domain of assistive navigation technology.
1. Introduction

Myriad navigation systems have been proposed in the literature
to assist people with visual impairments (Khan et al., 2021; Kuri-
akose et al., 2022). Effective and accurate information and instruction
are essential to guide the users to reach the destination safely and
successfully (Xu et al., 2020; Liu et al., 2021). For sighted persons,
vision serves as their primary sensory input while navigating. However,
other senses, such as hearing, touch, and smell, also support naviga-
tion by providing non-visual information. Different navigation systems
have used this knowledge to provide output instructions to people
with vision impairments. Navigation systems using only one mode of
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instruction can be referred to as unimodal, while navigation systems
that utilize more than one mode of instruction can be referred to as
multimodal (Jaimes and Sebe, 2007). Instruction modes through au-
dio (Xiao et al., 2015; Lee and Medioni, 2016), vibrotactile (Wang et al.,
2017; Bouzit et al., 2004), and kinesthetic (Amemiya and Sugiyama,
2010) are the three common modalities that have been utilized in
various assistive navigation systems.

Audio instruction modality is comprehended by audio descrip-
tions (Anagnostakis et al., 2016; Firmino and Teófilo, 2013), spatial
audio (Holland et al., 2002; Katz and Picinali, 2011), and spatial pat-
terns (Shoval et al., 1994). Audio descriptions can provide turn-by-turn
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navigation instructions and enrich the journey with verbal information
about the navigation environment. It is important to consider the level
of detail carefully when designing a system (Manduchi and Coughlan,
2012). Audio description is a commonly used instruction modality in
navigation systems (Kuriakose et al., 2022). Some systems use non-
verbal audio, such as spatial and acoustic patterns, to give navigation
directions to the users (Wilson et al., 2007). Spatial audio can map
the sound source to the target directions and is more intuitive when
indicating directions (Spagnol et al., 2018). However, research also
indicates spatial audio is unbefitting for high-frequency and continuous
instructions during navigation since it might interfere with users’
perceptions of acoustic environmental cues (Katz and Picinali, 2011).

Vibrotactile instruction modality is another common form used in
navigation systems. Vibration patterns can indicate directions for the
user to navigate. Vibrations can be delivered using vibratory patterns
by placing the vibrator on body parts such as the head, shoulders,
wrists, feet, hands, etc. For example, PocketNavigator (Pielot et al.,
2010) can point out navigation cues by encoding their direction and
distance in vibration patterns. Some vibration-based navigation systems
use a different approach, in which they are designed with specific vibra-
tion locations and have different target directions. ActiveBelt (Tsukada
and Yasumura, 2004), and Tactile Wayfinder (Pielot and Boll, 2010)
are two examples with a direct mapping that can guide the users
with tactile sense. Both are belts with vibrators that indicate directions
and deviations from the path. Another variant is the spatial tactile
method (Yatani et al., 2012) that can offer high-level information about
the distance and direction towards the destination by maintaining the
spatial relationships between these points. Research by Dim and Ren
(2017) to identify suitable body parts for vibration devices indicates
that fingers, wrist, ear, neck, and feet had the highest perceptibility and
user preferences. The study also suggests that the feet are unsuitable for
vibration instruction in walking navigation.

Some assistive navigation devices use kinesthetic instruction modal-
ity to provide directional cues. Amemiya and Sugiyama (2010)
developed a haptic direction indicator that delivers directional
information in real-time through kinesthetic cues. The indicator uses
a pseudo-attraction force technique to generate a force sensation.

Multimodal navigation systems hold the potential to enhance the
accessibility of users with visual impairments. Several multimodal
navigation systems have been proposed to assist users. Researchers
also describe that navigation systems proposed for people with visual
impairments could not be effective if the inputs and outputs depend
upon only a single mode of interaction (Brock et al., 2015). According
to Bainbridge (2004), a multimodal design can help improve the
robustness of a navigation assistant system. As a result, when one of the
modalities is unavailable or fails, a different one can be used (Grifoni,
2009). For example, vibratory instruction may be more effective than
audio instruction in noisy navigation environments. In lieu, audio
instruction modality could be an appropriate choice if the user wants
to get more details about the environment, such as bus stops, traffic
signs, landmarks, etc. (Kuriakose et al., 2020).

Different studies have reported on studying people’s modality pref-
erences using surveys and interviews (Quinones et al., 2011; Arditi
and Tian, 2013; Ahmetovic et al., 2019; Ponchillia et al., 2020). This
research aims to provide constructive findings that can be applied
to the modality part of navigation assistant systems. Specifically, the
main research question of this study is, What type of information and
mode of instruction would people with visual impairments prefer to have
from a navigation assistant system? To answer the research question,
five hypotheses were formulated. The hypotheses were verified through
experimentation and by evaluating participants’ performance, experi-
ences, and preferences. People with visual impairments and blindfolded
participants with 20/20 vision participated in this study. The main
contributions of this study are listed as follows:
2

1. A well-designed framework for a systematic experiment, execu-
tion, quantitative and qualitative evaluation, and analysis based
on a survey and an interview process to study the modality
preferences of people with visual impairments.

2. Importantly, the findings from the study on the effectiveness of
two types of instructions, short and descriptive (which is not
being explored by the research community), and two modalities,
unimodal audio and multimodal audio with vibrations that could
give new valuable knowledge in designing and developing future
navigation assistant systems for people with visual impairments.

The paper is structured in the following manner. In Section 2,
related works are presented. Section 3 details the study’s methods,
including study design, evaluation methods, and ethical analysis. Sec-
tion 4 provides an overview of the experiment, including its setup
and procedure. Quantitative and qualitative results are presented in
Section 5. Section 6 delves into the discussions, while the conclusion
is presented in Section 7.

2. Related works

Research conducted by Quinones et al. (2011) suggests that users
need information regarding landmarks, the user’s current location,
roadworks, street names, and directions. Moreover, (Golledge et al.,
1996) argues that when any form of environmental information is
supplied to the users, words used to describe spatial configurations
such as ‘near,’ ‘around,’ or ’a grey statue’ may be ambiguous or in-
appropriate when describing environments to people with visual im-
pairments. Sánchez and de la Torre (2010) suggested an alternative
approach of using the clock system to inform the user of specific
directions to reach a destination. Assuming that the user is facing 12:00,
if we want the user to move to the right, we say, ‘‘Go to 3:00’’; to go
left, instruct the user, ‘‘Go to 9:00’’; and to go backward, we say, ‘‘Go
to 6:00’’. However, Nakajima and Haruyama (2013) and Miao et al.
(2011) contradicted the clock approach with their results. They found
that most users could not handle ‘‘clock hand’’ systems.

A survey by Arditi and Tian (2013) with ten users with visual
impairments found speech as the preferred communication medium for
navigating the environment using a camera-based assistive device. An-
other interesting finding was that the participants preferred to control
the auditory display by querying the system rather than interacting via
a menu or receiving a stream of continuous speech.

Ahmetovic et al. (2019) conducted an experiment with 13 par-
ticipants with visual impairments to explore how the desirability of
messages provided during assisted navigation varies based on nav-
igation preferences and the expertise of users. They used NavCog,
a navigation assistance tool that guides the users with turn-by-turn
instructions enriched with contextual information about the environ-
ment. In the experiment, the participants were guided through two
routes, one without prior knowledge and one previously studied and
traversed. During navigation and follow-up interviews, the authors un-
covered that participants have diverse needs for navigation instructions
based on their abilities and preferences. A limitation of the study was
that it seemed to overlook the effect of new routes on users’ preferences.

Strothotte (1995) reported that users prefer information to be pro-
vided using synthetic speech rather than non-verbal audio or vibratory
cues. In support of that, recent studies have also shown users preferring
synthetic speech for navigation (Plikynas et al., 2020; Budrionis et al.,
2022). With advances in natural language processing and text-to-speech
conversion, synthetic voices sound more natural (Nguyen et al., 2023;
Triantafyllopoulos et al., 2023). Loomis et al. (2005) compared non-
verbal audio, synthesized speech, and/or vibrations initiated either
from the hand’s position or the torso. Auditory cues enabled partic-
ipants to complete the tasks faster, and they generally liked spoken
information about the distance to the next waypoint. On the other

hand, some studies (Holland et al., 2002) also reported that users could
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use non-verbal sounds to portray information regarding the direction,
distance, and location of landmarks concerning the user. Concurring
with these findings, the studies done by Gaver (1991) reported that
the use of beeps was less distracting than speech and easier to dis-
tinguish from environmental sounds. This method used the concept of
waypoints to guide users, with beeps increasing in frequency as they
were approached.

Lewis et al. (2015) presented a study to determine user requirements
for navigation assistant systems. The study was done in two phases. The
first phase was a focus group study where the results indicated that
users require systems to provide information about their surroundings
and progress. The next phase was an experiment establishing the best
way to guide users between locations. They found that a preferred
method of guiding users during navigation was a notification when
they were both on and off track. Nonetheless, performance was best
when only provided with the off-track notification. The results suggest
that users should have control over the cues provided, and these cues
should complement environmental cues rather than remove them. The
study’s main limitations mentioned in the article are demographic
inconsistency and the participants’ age who participated in the focus
group study.

The study reported by Ponchillia et al. (2020) focused on identifying
and figuring out the importance of preferences regarding what they
found to be the most important type of information when navigating
an indoor environment. The results showed that finding recognizable
interest points and knowing their location is essential information. In
addition, participants were asked to convey their preferred methods of
receiving that information. The results showed that multimodal output
through audio cues and vibrations was the most preferred.

The mental maps for visually impaired users proposed in Jacobson
(1998) describe that audio clues denoting location, such as the sound
of traffic or people, can help the user understand spatial configurations.
However, the mapping of alternative senses such as hearing, touch, and
smell could only sometimes be accurate since they do not have any
direct mapping between various obstacles in the navigation environ-
ment and the user. Therefore, there is a need for research to understand
favorable instruction modalities for designing navigation systems for
the visually impaired.

Previous research shows various ways to develop impactful nav-
igational systems for people with visual impairments. For example,
different ways of using both unimodal and multimodal instructions
from the environment can effectively improve how people with vi-
sual impairments navigate their daily lives (Kuriakose et al., 2020).
However, to the extent of the author’s knowledge and also from other
studies (Real and Araujo, 2019), no solution is optimal in terms of
adequate functionality, accuracy, and performance. In terms of past
research, there are also evident limitations. Previous studies focused on
testing and evaluating existing navigation systems or identifying user
preferences through surveys. Thus, a research gap is identified in find-
ing user preferences through a properly designed experiment followed
by quantitative and qualitative analysis regarding relevant elements in
navigation assistant systems, such as modality and instruction types.

Furthermore, many current research studies only experimented with
blindfolded participants, making the findings much less reliable. Be-
cause not only does it put the blindfolded sighted participants in
the position of working in a way foreign and unsettling, but being
blind in this way is different from having no sight at all. As found
in previous studies, multimodal output, mainly through audio instruc-
tions and vibrations, provides individuals with information about the
environment (Ponchillia et al., 2020). However, no previous studies
explored whether participants prefer to receive long descriptive or
short and precise instructions or in combination with vibrations when
navigating. This work aims at exploring this further through extensive
3

experimentation with the users.
3. Methods

In the following sections, we describe the study design and various
evaluation methods we used for this research, which include a perfor-
mance evaluation experiment, a participant preference survey, and a
participant experience interview. The section ends with risk analysis
and ethical issue considerations.

3.1. Study design

This section describes the types and modality of instructions we
considered in this study, the environment selection, and participant
recruitment.

3.1.1. Type and modality of instructions
This study focuses on the effectiveness of two types of instructions:

step-by-step and long descriptive, and two output modalities: audio
and vibration, which are the commonly used instructions types and
modalities in navigation assistants for people with visual impairments.

• Short step-by-step instructions are simple and direct instructions with-
out any details. The participant receive only ‘directions and turns’
guidance during the navigation. An example of a step-by-step instruc-
tion is ‘‘turn left’’.

• Long descriptive instructions are instructions with complete sentences,
like how a person gives descriptive instructions to another person.
It also included detailed descriptions of a navigation environment,
such as landmarks and obstacles, so the participant gets a more thor-
ough mental picture of the surroundings. An example of descriptive
instruction is, ‘‘One meter to your left, there is a trash can’’.

Many of the audio-based navigation assistant systems proposed in
the literature use instructions similar to short step-by-step instruc-
tions (Kuriakose et al., 2022; Real and Araujo, 2019). However, based
on our interaction with people with visual impairments during the ini-
tial experiment design phase, we understood that many users prefer to
learn more about the environment while navigating. Hence, they prefer
the navigation assistant to provide more detailed instructions. As a
result of technological advancements, it is now possible to capture more
information about the navigation environment, which can be delivered
to users for a seamless navigation experience. To the best of the authors
knowledge, no previous study has explored whether participants prefer
long descriptive or short step-by-step instructions. Because of these
reasons, we decided to include two types of instructions: short and
long, in the experiment to gain knowledge about user preferences in
the navigation context.

The instructions are given to the participant using two different
modes. Audio mode is used in the case of unimodal, while audio and
vibration are used for multimodal instruction. Audio modality was a
common variable in all experiments after careful analysis. Researchers
have different results on using audio modality as the output instruction
mode in navigation experiments for people with visual impairments.
For instance, Kuriakose et al. (2022) comments that audio instructions
through headsets/headphones might block out ambient sounds and
environmental cues, which people with visual impairments rely heavily
on during their daily navigation. This could also potentially endanger
people due to unforeseen risks they cannot detect. However, some
studies favored the selection of audio modality as a choice (Golledge
et al., 2004).

Moreover, one may insinuate that audio is preferable to provide
an output if handled correctly. Therefore, when incorporating audio
output into navigation systems for people with visual impairments, it
is vital to consider the possible limitations, as these will affect the
users interaction with the system and the surrounding environment. In
addition, we need to test whether audio as a modality gives participants

enough information and how the participants respond to short and
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Table 1
Demographic information of blind/visually impaired participants. The table describes Participant ID, Age group: (20–29, 30–39, 40–49, 50–59), Gender: (Male, Female, Others),
Level of visual impairment: (Moderate, Severe, Blindness), Age of onset (the age at which blindness happened) and usual navigation aids used by the participants.

ID. Age group Gender Level of visual impairment Age of onset Usual navigation aids

22 40–49 F Blindness 0 White cane, Guide dog, Personal assistant
23 50–59 F Blindness 3 White cane, Personal assistant
24 40–49 F Severe 5 White cane, Personal assistant
25 40–49 M Severe 12 White cane
26 30–39 F Severe 7 White cane, Personal assistant
27 20–29 F Moderate 10 White cane
28 30–39 M Blindness 0 White cane
long audio descriptions while navigating. Furthermore, vibrations can
be considered one of the most used output modalities in navigation
assistant systems for people with visual impairments to receive infor-
mation in addition to audio (Cosgun et al., 2014). All these factors led
us to include audio modality as one common modality in our study and
vibrations in the multimodality combination with audio.

3.1.2. Environment
Some of the previous studies on navigation aids have been con-

ducted both indoors (Lewis et al., 2015; Liu et al., 2021; Ahmetovic
et al., 2019) and outdoors in more natural environments (Magnusson
et al., 2010; José et al., 2011). To gain control over situational factors,
it is beneficial to experiment in a controlled laboratory environment
where the environment and the procedure are the same for all par-
ticipants, regardless of when it is carried out (Tan et al., 2016). A
controlled environment provides a stronger causal claim (Lazar et al.,
2017). On the other hand, a field usability test is used to test the prod-
uct in the environment in which it is to be used. Here, the researchers
may also allow for additional aids during the test. For instance, in
the experiments conducted by Lewis et al. (2015), Ahmetovic et al.
(2019), participants could use additional navigation aids during testing.
Moreover, in contrast to laboratory testing, the variables cannot be
fully controlled during field testing but can be used in further analysis.
Considering all these cases, we decided to conduct our experiments in
an indoor controlled environment where participants cannot depend on
any other assistive navigation tool such as a cane. In this way, we could
obtain unbiased results from our experiment.

3.1.3. Participants
We tried to recruit participants with visual impairments (VI) through

channels such as Blindeforbundet Oslo (Norwegian Association of the
Blind) and Facebook groups dedicated to people with visual impair-
ments in Oslo, Norway. However, as it was challenging to find enough
participants, the problem was further compounded by COVID-19 pan-
demic restrictions at the time of the study. Hence we decided to
conduct experiments with participants with visual impairment and
20/20 vision, and the latter blindfolded so that we have a good number
of participants. We recruited seven participants who were visually
impaired or blind and twenty-one with 20/20 vision for the experiment.
Due to the small sample size of only seven VI participants, statistically
robust conclusions cannot be drawn. Hence, we combined data from
blindfolded participants with 20/20 vision with VI participants to
compensate. Several studies have applied such a mixed participant
sample by including blindfolded sighted participants (Barontini et al.,
2020; Li et al., 2018; Apostolopoulos et al., 2014) and a study by
Li et al. (2018) suggests that data collected from blindfolded partici-
pants could also provide valuable information.

The participants with a 20/20 vision were recruited from acquain-
tances not involved in any part of the experiment design. The de-
mographics of seven participants with their level of visual impair-
ment/blindness and their acquittance with conventional aids are given
in Table 1. Participants numbers 1 to 21 were blindfolded participants.
Among the total 28 participants, 19 were females, and 9 were males,
with an age range between 20 and 58. All the participants had normal
4

hearing and were adults.
Table 2
Different types of errors and their meaning.

Type of error Description

Collision or a close encounter
with an obstacle

The participant walked into an obstacle
or the wall; alternatively, if we stopped
them because they were on a possible
collision course with an obstacle or wall.

Turning the wrong way The participant turned less or more than
90 degrees or not according to the given
clock instruction. Thus resulting in a
deviation from the given path.

Walking in the wrong direction The participant did not walk in the
instructed direction or deviated from the
path so much that they had to be
stopped.

Falling The participant fell during navigation.

Misinterpretation of the
instructions

The participant did not act according to
the given instruction. For example, if
the participant turned left when
instructed to turn right.

3.2. Evaluation

The study evaluates different combinations of types and modali-
ties of instructions from three perspectives: quantitative performance
evaluation, user preferences, and experiences. Performance is evaluated
quantitatively through experimentation using the time the participants
take to complete a path (source to destination) and the number of errors
that occurred while navigating. Participant preferences are also evalu-
ated quantitatively via a survey. Furthermore, participant experiences
are analyzed qualitatively through interviews. Surveys and interviews
were conducted on the same day as the experiment to ensure that
information was not missed due to participants forgetting important
impressions, thoughts, and experiences. The following sections describe
the details of each evaluation method.

3.2.1. Performance evaluation experiment
The performance evaluation experiment employed a one-way with-

in-subjects design. The independent variable was navigation instruction
mode in four different trials: step-by-step instructions (audio only),
descriptive instructions (audio only), short step-by-step instructions
(multimodal), and long descriptive instructions (multimodal). The two
metrics, time and error, used to evaluate the performance are defined
as follows.

• Time: The amount of time, measured in minutes, a participant takes
to navigate a track from start to finish.

• Errors: An error is counted if the observer has to relocate the partici-
pant back to the original path to complete the track. It is not counted
as an error if they deviate from the path but still walk the correct way
and do not face an obstacle. An error is also counted if the participant
hits an obstacle. Each error was incremented from the base value
of 0. Table 2 shows different types of errors, and Fig. 1 shows how

deviations from the path are considered errors or not.



International Journal of Human - Computer Studies 179 (2023) 103098B. Kuriakose et al.
Fig. 1. The illustration shows how a small deviation from the path was accepted,
as it is not natural to walk in a completely straight line. This was consequently not
counted as an error, nor was it corrected. However, a larger deviation that resulted in
a collision course with an obstacle was counted as an error, and the participant needed
to be corrected to the prescribed path.

Three hypotheses are defined for quantitative analysis and statistical
tests of the results from the performance evaluation experiment.

Hypothesis 1. Participants take less time to navigate if the navigation
guidance instructions are short step-by-step instructions than if they
receive detailed descriptive instructions.

Hypothesis 2. Participants will make fewer errors while navigating if
they receive detailed descriptive instructions about the environment.

Hypothesis 3. Participants will make fewer errors while navigating if
they receive multimodal (audio and vibrations together) instructions
compared to unimodal audio instructions.

These hypotheses are checked for their validity through statistical
analysis and tests. Before using the statistical test, the normality as-
sumption was evaluated using the Shapiro–Wilk test. One-way ANOVA
was used to examine group differences, whereas if there were only two
groups, then a t-test was adopted.

Since the data were collected from individuals with visual impair-
ments and 20/20 vision, two analyses were conducted to investigate
whether a significant difference in performance could be determined.
This analysis is to understand if there is any significant difference
between participants with visual impairments and participants with
20/20 vision in time and errors while navigating. The meantime and
errors (separately) of all trials, regardless of the instruction mode used,
worked as the dependent variable. The independent variable was the
visual status in two levels: 20/20 vision and visual impairment.

Before the experiment, a pilot test was conducted to determine if
the experiment was feasible and could be adapted to a larger scale.
The study evaluated the chosen experimental design, randomization,
assessment procedures, guidelines, surveys, and technical procedures.
The pilot test helped make the navigation track and obstacles safer
for the participants and the survey questionnaire simpler and more
understandable.

3.2.2. User preference survey
The survey conducted on participant preference consists of two-

part questionnaires. The questionnaire was designed to explore how
participants experienced the different navigation instruction modes to
identify their preferences. The first part of the questionnaire consists
of the following seven statements inquiring about the participant’s
experience of the different navigation instruction modes as experienced
in the experiment.

1. I would prefer to use this instruction mode.
5

2. The instructions were complicated to follow while navigating.
3. It was difficult for me to follow the instructions when there was

external noise.
4. I feel the system, as it appeared in the experiment, seems reli-

able.
5. I feel the system, as it appeared in the experiment, keeps me safe

while navigating.
6. I feel like the instructions were missing some important infor-

mation.
7. I feel like there was given too much information during the

navigation.

A five-point Likert scale was used for the survey (with values
ranging from strongly disagree, disagree, neutral, agree, and strongly
agree). The questionnaire was repeated after each experiment trial,
resulting in four repetitions per participant.

The second part of the questionnaire was asked post-experiment.
Here, the participants were asked to rank (from 1 to 4, where 1 is the
most preferred) the four instruction modes (step-by-step description,
descriptive information, step-by-step description with vibrations, and
descriptive information with vibrations) based on their preferences.

Previous research has found that even the smallest changes to an
attitude question had unusually large effects on the answers (Groves
et al., 2011). Therefore, the questions were carefully worded and asked
the same way for each participant. Two hypotheses are defined for
quantitative analysis and statistical tests on participant preference.

Hypothesis 4: Participants prefer to hear details about the environment
and obstacles during navigation.

Hypothesis 5: Participants prefer multimodal instructions rather than
unimodal audio instructions.

3.2.3. User experience interview
User experience data is collected through interviews. Interview

questions were open-ended questions intended to learn about the par-
ticipant’s choice of the type and mode of instruction and the reasons
behind their choice. Collected data are analyzed qualitatively using a
method of categorical division (Johannessen et al., 2010). Data is com-
piled into one document and divided into different topics, with each
participant’s number as a subcategory. Further, all the data is marked
using color-coding to differentiate between the different opinions of the
participants. This is placed into five categories; vibration, descriptions,
turning and rotating, personalized information, and external effects.
Then each category is looked at thoroughly, counting how many have
the same opinion about the various topics and extracted quotes that
has meaningful information to the results. The analysis is done based
on a meaningful division of topics mentioned and categorizes the
common features of the participants’ opinions. Collected data is viewed
objectively, and interpretation of the data to give specific meaning to
what a participant said is avoided. Therefore, quotes are used when
participants specifically state his/her view.

3.3. Risk analysis and ethical considerations

We did an extensive risk assessment and prepared a mitigation
plan before experimenting to reduce risks and uncertainty during the
research. No private or personal information was collected, stored,
or analyzed. To address ethical issues, we followed guidelines from
General Data Protection Regulation (GDPR)1. Following the Norwe-
gian Agency for Shared Services in Education and Research (Sikt)2

guidelines, a standard consent form was used to get consent from the

1 https://gdpr.eu/
2 https://sikt.no/en/home

https://gdpr.eu/
https://sikt.no/en/home


International Journal of Human - Computer Studies 179 (2023) 103098B. Kuriakose et al.

t

participants, and a proper data management plan was put in place for
its safety and security.

Two different consent forms were used for participants with visual
impairments and 20/20 vision. The consent forms included the same
information, except that participants with 20/20 vision were informed
about being blindfolded and instructed not to remove it within the
experiment room. In contrast, the participants with visual impairments
were asked not to use any other navigation aids during the experiment.
Moreover, participants were informed of their right to withdraw from
the experiments without giving any reasons.

4. Experiments

Four experiments were conducted for the four combinations of the
two types of instructions using two different modalities. Four different
tracks (see Fig. 2) were created for these experiments. The experimental
setup and the procedure are described in the following sections.

4.1. Experimental setup

To conduct the experiment effectively and efficiently, various roles
were defined for those involved. The roles include Controller 1, Con-
roller 2, Observer 1, Observer 2, and Interviewer. Controller 1 was respon-

sible for providing audio instructions to participants and monitoring
whether the participant was on track. Controller 2 was responsible
for providing vibrations to participants and monitoring whether the
participant was on track. Observer 1 recorded the time the participant
took to complete each experiment trial, kept track of the number of
errors and the time asked for assistance, and conducted additional
observations during trials. Observer 2 was concerned with observing
and correcting the participant if they made an error. The interviewer
was responsible for the consent form and survey, verifying that the
participant answered questions after each trial before moving on to the
next track. In the following sections, we describe the environment and
tracks created to conduct the experiments and the devices and software
applications used to give participants different types and modalities of
instructions.

4.1.1. Environment and tracks
The experiment was conducted indoors in a 46 𝑚2 size room. The

room was not disturbed by external interferences or external noise
except simulated background noises. These background noises were
played with two speakers at opposite ends of the room to simulate
a natural navigation environment. One of the speakers played traffic
sounds, whereas the other was used to play nature sounds. A first aid
kit was also kept in the experiment location for the unlikely event of
physical injury.

Four tracks were created for the four experiments. The first two
tracks (tracks 1 and 2) were used to test unimodal audio-based short
step-by-step and long descriptive instructions. The other two tracks
(tracks 3 and 4) were created for multimodal (audio+vibration) step-
by-step and descriptive instructions. Fig. 2 shows the layout of naviga-
tion tracks used for four experiments.

Each track was exactly 40 m long. Obstacles of various types and
sizes were placed in the tracks. Different things, such as big cardboard
boxes, trolly, styrofoam, baskets, and plastic boxes, were used as ob-
stacles and placed in the tracks. All tracks used the same obstacles but
were placed in different directions corresponding to four experiments.
A photo of the experiment room with tracks and obstacles is shown in
Fig. 3.
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Table 3
Vibration patterns used for the multimodal instruction modes.

Button Vibration Vibration length

Forward Three short vibrations 250 ms × 3a

Stop One long vibration 900 ms

aDelay between consecutive vibrations: 500 ms.

4.1.2. Devices and software applications
The experiment used two headphones to ensure the participant and

the controllers could hear the audio instructions. The participants were
equipped with a Bose QuietComfort 35 headset, whereas the controllers
shared a pair of AirPods. This ensured that the instructions received on
the participant side were in sync with the controllers side.

A desktop application was developed to control the short and long
voice instructions (see Fig. 4). The desktop application consists of a
direction-controlling panel, a clock panel corresponding to the angle
at which the participant needs to turn, and a set of short and long in-
structions for different buttons (This is different for both tracks). Audio
instructions were played in synthesized American English, resembling
a female voice. The speech rate was standard and never adjusted in any
of the trials or for any of the participants. The desktop application was
connected to both wireless headsets via Bluetooth.

The participant was also equipped with a smartwatch to receive
vibratory instructions. The smartwatch used was the Fossil Gen 5E.
Vibrations were controlled from an android application (see Fig. 5) at
the controllers side. It was not possible to control the frequency and am-
plitude of vibrations of the smartwatch. Hence we used the smartwatch
with the system-level default settings. Two vibration patterns were
used, signaling different instructions (see Table 3). The smartwatch
was connected to the Android application using WiFi. The synchro-
nization between audio and vibration instructions was ensured by the
two controllers. The two controllers followed the same navigation-step
script for the four different tracks while seated next to each other.
Thus, both controllers coordinated simultaneously to give directions to
participants.

4.2. Experimental procedure

At first, the participant is brought to the experiment location. The
first part of the study is in a separate room next to the experiment room.
This can help to prevent sighted participants from seeing the tracks
before the experiment. Before starting the experiment, the experiment
details are shared with the participant. Participants provide oral con-
sent to the consent declaration read to them. Then the participants with
20/20 vision are blindfolded using a pair of blacked-out ski goggles to
ensure they never see the tracks before completing the experiment.

Upon entering the experiment room, the participant is given infor-
mation regarding the instructions to familiarize themselves with the
navigation modes. This includes a tutorial on how to respond based
on the different audio and vibration navigation instructions and how
far they should turn when asked to turn left or right. They are also
informed they should raise a hand if they want any instruction repeated,
etc. The participant is provided with headphones and a smartwatch to
receive instructions. The Contoller 1 also has headphones to ensure that
the instructions received at the participant’s end are the same. Then
the Observer 2 guides the participant to the starting point for their first
track. Observer 1 uses a stopwatch to measure the time the participant
takes to complete the trials.

The Wizard of Oz method (Bella and Hanington, 2012) is used
in each experiment trial to guide participants through the tracks. To
even out the learning effect across tracks, the order of completion
is randomized. The two Controllers provide navigation instructions,
delivering prerecorded audio instructions through the headset and
vibrations through the smartwatch to the participant. Instructions are
based on pre-made scripts for each of the four tracks. The Observer 1
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Fig. 2. Illustrations of the experiment room and the tracks. Tracks 1 and 3 have the same tracks but in reverse directions. Tracks 2 and 4 have the same tracks but in reverse
directions. The starting point of a track becomes the endpoint for the other and vice versa. The arrow marks indicate the direction of navigation in respective paths.
Fig. 3. A photo of the room showing navigation tracks and obstacles. Two tracks were
created (refer to Fig. 2). Tapes in two different colors (yellow and blue) were used to
indicate the navigation path. The two tracks were made in both directions, resulting
in four tracks.

records the time taken to complete each track and the number of errors
made by the participant. The Observer2 accompanies the participant to
ensure no harm or injury occurs at any given time. Each participant
must complete all four tracks, resulting in four different tracks.

After completing each track, the Interviewer asked the first part
of the user preference survey to the participant about the current
instruction mode. Afterward, user experience interviews were con-
ducted. After completing all four trials, the second part of the user
preference survey was conducted by asking the participant to rate all
the instruction modes and asks to give their overall impressions of
instruction methods. Each participant spends approximately one hour
completing the whole procedure.
7

5. Results

This section presents the results in detail in three sections: perfor-
mance, preference, and experience of the participants.

5.1. Performance

The statistical results after analyzing the time performance, errors
made on each instruction mode, the between-group differences, and
modality preference analysis through the survey are presented here.

5.1.1. Effect of navigation mode on time
A Shapiro–Wilk test found no indication of non-normality for either

of the conditions: step-by-step (W = 0.93, p = 0.06), descriptive (W =
0.96, p = 0.39), step-by-step with vibrations (W = 0.95, p = 0.16) and
descriptive with vibrations (W = 0.97, p = 0.66). The ANOVA could
thus be applied and yielded a statistically significant effect, F(3, 81) =
9.84, 𝑝 < 0.001, partial ñ2 = 0.27. To further evaluate the difference
between the four means, paired samples t-tests were used. The t-test
found no significant difference in the time spent completing a track
when step-by-step instructions were used compared with descriptive
instructions, t(27) = 0.46, p = 0.65. Thus, the hypothesis that partici-
pants would take less time to navigate if instructions were short was not
supported. However, further analysis indicates a significant difference
in time spent completing a track with descriptive instructions compared
to descriptive instructions with vibrations, t(27) = −2.34, p = 0.03, and
in the time spent completing a track when step-by-step instructions are
used in comparison to step-by-step instructions with vibrations, t(27) =
−3.76, p = 0.001. For both cases, the meantime is lower for unimodal
audio instructions, indicating that more time is generally spent navigat-
ing when vibrations are added to the instructions (see Fig. 6). However,
interestingly, if we consider the participants with visual impairments
alone, we can see that the mean time taken step-by-step (audio alone) is
not significantly less than the descriptive instructions (audio alone). But
on the other hand, when vibrations are included, the mean time taken
with descriptive instructions is significantly less than the step-by-step.
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Fig. 4. The desktop application used to provide participants with detailed audio instructions for track 2. In the upper part of the screen, buttons controlling instructions related
to turning, moving, and stopping can be seen. The buttons controlling the descriptive instructions are at the bottom of the screen.
Fig. 5. Smartphone application used to control vibrations in a smartwatch. The S
button corresponds to stop instruction, and the F button corresponds to One step forward
instruction. The other buttons were not used in this experiment.

5.1.2. Effect of navigation mode on the number of errors made
A Shapiro–Wilk test found no indication of non-normality for either

of the conditions: step-by-step (W = 0.97, p = 0.52), descriptive (W
= 0.95, p = 0.20), step-by-step with vibrations (W = 0.93, p = 0.07),
and descriptive with vibrations (W = 0.95, p = 0.18). ANOVA test
identified no significant effect of instruction mode on the number of
errors made, F(3, 81) = 1.17, p = 0.33, partial ñ2 = 0.04. Looking
at the descriptive statistics (see Fig. 7), it is clear that there is a
difference in the mean number of errors for each track and that fewer
errors are generally made when receiving detailed instructions (M =
5.57) compared to step-by-step instructions (M = 6.11). However, the
difference is minimal (0.14) and may be due to chance. As such, the test
result provides no evidence supporting the hypothesis that participants
will make fewer errors while navigating if they get detailed information
about the environment (detailed instructions) than if they receive short
instructions (step-by-step). Furthermore, from Fig. 7, the mean number
of errors is higher for the multimodal step-by-step (M = 6.64) and
descriptive (M = 6.07) conditions than for the unimodal versions of the
two instruction modes. Hence, there is also no support for the hypothe-
sis that participants will make fewer errors while navigating if they get
8

multimodal instructions compared to unimodal audio instructions. But
in contrast, if we consider only participants with visual impairments
(see Fig. 7), the results indicate that with multimodal instructions, the
number of errors made by the participants is reduced when it is step-
by-step (M = 4.29) and descriptive (M = 4.43) even though it is not
statistically significant.

5.1.3. Between-group differences in time and error performances
To assess how participants with 20/20 vision and participants with

visual impairments performed about the time taken to complete the
tracks, an independent samples t-test was used. The t-test found a
significant effect of visual status on-time performance, t(26) = 3.59 p
= 0.001, where the participants with visual impairments (M = 4.67)
generally completed the tracks in significantly less time than the 20/20
test group (M = 5.78).

The same tests were applied to the number of errors made by
participants with 20/20 vision and with visual impairments. The in-
dependent samples t-test found a significant effect of visual status on
the number of errors made, t(26) = 2.07, p = 0.049. On average,
participants with 20/20 vision (M = 6.6, SD = 1.75) made significantly
more errors than participants with visual impairments (M = 4.61, SD =
3.29). Consequently, these two between-measures analyses prove that
participants with visual impairments spend less time and make fewer
errors while navigating than participants with 20/20 vision.

5.2. Preferences

After completing all trials, participants rated all instruction modes
from most preferred to least preferred. Fig. 8 presents the results from
this question graphically. The diagram shows that the multimodal
descriptive instructions were rated as the most preferred instruction
mode by the largest number of participants (10 votes), followed by
the unimodal audio descriptive instruction mode (7 votes). This implies
a preference for the descriptive instruction modes, as was hypothe-
sized. According to the ratings for least preferred instruction modes,
the unimodal step-by-step mode received the largest number of votes
(12), followed by multimodal descriptive instructions (8 votes) and
unimodal descriptive instructions and multimodal step-by-step, with
four votes. As such, it is apparent that there is a significant gap in par-
ticipants’ preferences, as the multimodal descriptive instruction mode
both received a large number of votes in the most preferred and least
preferred categories. Moreover, the graph shows that the participants
with visual impairments also prefer descriptive information compared

to short instructions. This is indeed true since, in the real world, people
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Fig. 6. Graphs showing the average and standard error of time taken (in minutes) in different navigation modes. The significant pairs are shown by * sign.
Fig. 7. Graphs showing the average and standard error of error counts in different navigation modes.
with visual impairments prefer to have more information to navigate
safely in unknown environments. Another interesting observation is
that unimodal descriptive instruction was rated as the most preferred
instruction mode, and unimodal step-by-step was rated as the least
preferred instruction mode by the participants with visual impairments.

The user preference survey is analyzed to test the hypothesis that
participants prefer to hear details about the environment and obstacles
during navigation. The mean scores from the scales completed after
tracks 1 (step-by-step) and 2 (descriptive) were calculated separately
and applied with a paired samples t-test. Before the analysis, the
score of negatively worded items had to be reversed to ensure all
variables were consistent.3 In evaluating the assumption of normality,
the Shapiro–Wilk test found no indication of non-normality for either
condition (step-by-step, W = 0.95, p = 0.19, and descriptive, W = 0.93,
p = 0.41). The test yielded no statistically significant effect, t(27) =
−0.39, p = 0.67. In other words, the measured strength of participants’
attitudes and perceptions of the descriptive instructions (M = 3.99, SD
= 0.64) did not significantly differ from the short instructions (M =
3.95, SD = 0.6). The result contradicts the hypothesis that participants

3 https://guides.library.lincoln.ac.uk/c.php?g=110730&p=4656824
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prefer to hear details about the environment and obstacles during
navigation.

Similarly, to test the hypothesis that participants prefer multimodal
output for receiving navigation instructions, as opposed to unimodal
instructions, the mean score of the Likert scale questionnaire of tracks
2 (descriptive) and 4 (descriptive with vibrations) were compared, as
well as track 1 (step-by-step) and 3 (step-by-step with vibrations). A
Shapiro–Wilk test found no evidence of non-normality for either of the
multimodal instruction modes (step-by-step with vibrations, W = 0.94,
p = 0.12, and descriptive with vibrations, W = 0.95, p = 0.25). A
paired samples t-test found no significant difference in the measured
strength of participants’ attitudes and perceptions of the instruction
modes: descriptive (M = 3.99 SD = 0.64), descriptive with vibrations
(M = 3.96 SD = 0.58), t(27) = 0.44, p = 0.67. However, the t-test
did yield a significant result between the instruction modes step-by-
step and step-by-step with vibrations, t(27) = 2.14, p = 0.04, where
the measured strength of participants’ attitudes and perceptions of the
step-by-step instructions (M = 3.95, SD = 0.6) were significantly higher
than the instruction mode step-by-step with vibrations (M = 3.73, SD =
0.70). Thus, the result also offers no evidence to support the hypothesis.

To draw a cohesive picture of the participants’ preferences to-
wards the different instruction modes, we used the weighted scoring

https://guides.library.lincoln.ac.uk/c.php?g=110730&p=4656824
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Fig. 8. Preference ratings of all participants for each instruction mode. Instruction modes are presented on the 𝑦-axis, and the preference ratings are on the 𝑥-axis. Instruction
modes are rated from 1 (most preferred) to 4 (least preferred). The bars marked with ‘VI’ result from participants with visual impairments alone.
method (Jadhav and Sonar, 2009) to illustrate which instruction mode
received the best overall rating. For this evaluation, we assigned a score
of 1 to 4 to the different ratings in Fig. 8, where 4 points equaled
the most preferred instruction mode, and 1 point equaled the least
preferred instruction mode. The total score for each instruction mode
could then be calculated. For instance, the most preferred instruction
mode for descriptive instructions (audio alone) received seven votes
(7 × 4 = 28 points). Adding the remaining three placements (11×3 = 33,
6 × 2 = 12, 4 × 1 = 4) leaves the instruction mode with a total score
of 77 points and the highest overall score of all the instruction modes.
Similarly, descriptive got 61 points, step-by-step received 20 points, and
step-by-step with vibrations received 12 points.

Furthermore, we used the same procedure to calculate the score
from the results obtained from the participants with visual impairments
alone. Similar to the results of all participants, the descriptive instruc-
tions also received the highest score rating for participants with visual
impairments, with 70 points, descriptive received 59 points, step-by-step
got 25 points, and step-by-step with vibrations got 14 points.

5.3. Experiences

As mentioned in Section 3.2.3, the experiences collected from the
participants through open-ended interviews were categorized into var-
ious groups. They are described as follows.

5.3.1. Vibrations
The qualitative data about multimodal navigation instruction showed

that vibration was valued by some participants, allowing them to move
around more quickly. Half of the participants mentioned that they
enjoyed using vibrations through a smartwatch. Among them, five
participants were with visual impairments.

Many participants who enjoyed vibrations stated that it was an
essential asset in receiving information while walking, and it confirms
the audio information they received. Some participants mentioned that
vibration worked well in places where audio was insufficient, and
vibration worked well as a second mode confirming the source of infor-
mation. Various participants also suggested that vibration can be seen
as an asset when faced with a lot of external noise. Few participants
said that vibration was good for preventing misunderstandings.
10
‘‘I felt like vibration was good to have, to have another indicator for
when I was to move forward or stop that couldn’t misinterpret as
descriptive information’’. (Participant 8)

Some participants also suggested that vibration could help eliminate
unnecessary audio instructions. One participant mentioned that ‘stop’
and ‘move forward’ would work better if they were given through
vibrations, not audio. A few participants mentioned that they felt they
could move faster and with a better flow when using vibrations than
when all information was given through audio instructions.

Among the 11 participants that did not enjoy using vibration as a
method of instruction, most reasoned it by saying that it was too much
information at once and that there was too much to pay attention to.

‘‘I felt that the vibration was a bit too much, especially when there were
voice instructions as well. I got a bit confused when there were many
things to keep track of, such as vibration and sound’’. (Participant 19)

Some participants expressed that vibrations would work better if
they could come with adjustable patterns.

‘‘I felt navigation was a bit excessive with both voice and vibration. I
might have enjoyed it better if the vibration pattern could be adjustable’’.
(Participant 28)

5.3.2. Descriptions
20 of 28 participants (among them, six were participants with visual

impairments) reported that they enjoyed long descriptions over short
ones. Six participants, of which one was a participant with visual
impairments, mentioned that they enjoyed short descriptions. Other
participants specified that they enjoyed both.

There were various reasons why participants enjoyed the audio
instructions with long descriptions. Participants said that long descrip-
tions gave them better confidence when navigating, giving them a
sense of security and a feeling of going in the right direction. It was
also mentioned that the long descriptions gave them greater walking
options. Many participants revealed that long descriptions provided a
clearer image of what was happening around them. Another reason for
preferring long descriptions was how the participants got to interact
with the outside world,
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‘‘I enjoyed the descriptions because that’s what this is about, to get a
visual interpretation, which makes me able to, it gives me the freedom
to choose, maybe I want to walk into that restaurant, or maybe I know
there is a trash can in front of me, I needed that’’. (Participant 24)

Among the five participants who did not enjoy short descriptions,
hey explained it was due to not knowing what was around them,
aking them feel unsafe.

‘‘I didn’t know exactly what’s around me, so how safe I was, I didn’t
have any idea about the surroundings’’. (Participant 26)

But a few participants did not enjoy long descriptions and could not
ee the need for all that information. According to them, it was easier
o follow the instructions when they were short. And they did not feel
ike they needed to know everything around them all the time.

.3.3. Turning and rotating
Features like turning left/right, turning clockwise, and being cor-

ected if they deviate from the path indicated mixed opinions from the
articipants’ experiences. Some participants wished the system would
orrect them if they had turned incorrectly. One participant said that, in
real-life setting, it would be easier to use the application with the help
f being corrected. Many participants also specified that understanding
ow much to turn took a lot of work.

‘‘You have no one to correct you, so you won’t know when you are about
to turn to the right, and you believe that you have done it correctly, but
you might have turned too much’’.(Participant 21)

There were also mixed feelings about the instruction about turn-
ng clockwise. One participant believed that turning by the clock
orked better than being told to turn left and right. Some participants,
owever, had trouble understanding how to turn clockwise.

‘‘It was difficult to understand when I had to turn by the clock. I can
understand the direction, but not exactly how much I have to turn’’.
(Participant 19)

Few participants had suggestions to make turning more intuitive.
or example, one suggested only using the top half of the clock.

‘‘It is intuitive to follow the clock rotation from 9–3 (the different
numbers in front of you), but it’s more difficult to turn when it comes to
the numbers behind you. I prefer to be told to turn left, then get a clock
rotation for more accurate turning’’. (Participant 25)

Participants commented that turning correctly was heavily influ-
nced by their opinions about how much turning was necessary.

‘‘You must practice what they mean when they say turn left and turn
right, and practice what that means for you’’. (Participant 18).

.3.4. Personalized information
Eleven of which six were participants with visual impairments

oiced a desire to personalize the information they were given during
avigation. Many participants wanted the possibility to customize the
nformation given based on what situation they were in, deciding what
ype and how much information they were given.

‘‘I am very dependent on the context regarding how much information I
want to receive and my interests. A trashcan might be useful sometimes,
but other times it can be very unimportant’’. (Participant 28)

A few participants mentioned that detailed information about tram/
us stops when they are coming, their time of arrival, etc., could also be
elpful. Some participants mentioned that they would like to customize
hat information is given through audio instructions and what is given

hrough vibrations.
11
‘‘It would be nice if I could choose what information I want through
audio and vibration, make adjustments and choices to vibration patterns
myself and vary the descriptions and tempo of the voice and vibrations,
and decide the purpose of the vibration’’. (Participant 22)

One of the participants said that it would be beneficial to have two
ifferent voices give different types of audio information:

‘‘Even though it’s nice to listen to what is happening around me and get
a picture of what’s around, it becomes confusing when mixed up with
the walking instructions. I had to stop and listen when the voice came if
I was getting instructions or a description. I think it would work better
if two voices were used, one for instructions and one for descriptions’’.
(Participant 7)

.3.5. Other observations
Twenty participants (six with visual impairments) expressed con-

erns about using a technology-aided device. According to them, users
ikely became less social and detached from the outside world.

‘‘This could also take my attention away from other things, like things
around me, if someone says hi or they need help, but because I’m so
focused on the system, vibration will be a benefit in this situation’’.
(Participant 24)

Many participants mentioned that faulty equipment, or other tech-
ical difficulties, could lead to unwanted or dangerous situations. Vi-
rations can also be misleading if a smartwatch is also connected to a
hone and when they receive texts or calls.

‘‘If we talk about the technology if it fails, you can quickly become very
helpless if you suddenly have to walk around without it because you
haven’t trained your navigation’’. (Participant 26)

. Discussion

Here, we discuss the validity of hypotheses from the results, limita-
ions, and future perspectives.

.1. Validity of hypotheses

The statistical analysis of the results from the experiments found no
ignificant difference in the time spent completing a track when short
tep-by-step instructions were used compared to long descriptive in-
tructions. The results may be a consequence of the setup of the tracks.
oth step-by-step instruction (audio) and step-by-step instruction (mul-
imodal) modes were completed on one track, and both descriptive
nstruction modes were completed on the other. Both those tracks were
he same length long, but the track for descriptive instructions had
ewer turns than the step-by-step track to accommodate the instruction
odes. For instance, the track used for descriptive instructions needed

onger stretches, as more information would be provided during navi-
ation. One would assume individuals would spend longer navigating
hen instructions are descriptive, as more time is spent listening to

nstructions rather than just walking. On the other hand, the additional
umber of turns of the step-by-step tracks may have increased the
ossibility of turning incorrectly and thus resulting in more time spent
n corrections. Therefore, the tracks with step-by-step navigation may
ave been more time-consuming for the participants than first assumed.
onsequently, the nature of the tracks may have eliminated potential
ime differences for the different navigation modes as they may have
ccurred in a more natural environment. Although there was no signif-
cant difference in the time spent navigating between the step-by-step
nd descriptive instructions, the analysis found that participants spent
ore time navigating by multimodal instructions than audio-only.
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The results showed no significant effect of instruction mode on
the number of errors the participants made during navigation. As
mentioned before, more turns during the step-by-step tracks may have
increased the possibility of correcting the participants on their turning.
Before starting the experiment, the participants were told to turn by
what they perceived as 90 degrees when told to turn left/right. As
this is subjective, it was observed that most participants failed to turn
correctly on several occasions. Due to the increased number of turns in
the step-by-step tracks, the participants had a more frequent possibility
of angling themselves incorrectly than when they walked the tracks
with descriptive instructions, with fewer turns. On the other hand, the
tracks with descriptive instructions had longer stretches than the step-
by-step tracks, which could increase the chances for the participants to
deviate from the path. As such, this could explain the non-significant
result.

The study also found no significant difference in the number of
errors between multimodal and audio-based instructions. As the syn-
chronization between audio and vibrations was sometimes lacking,
participants might have received conflicting instructions, thus leading
to the occurrence of more errors than if the two modalities had been
properly synchronized.

The study showed attitudes and perceptions of the participants on
the descriptive instructions did not significantly differ from those of
the step-by-step instructions. The participants stated that they could
see the benefits of both types of navigation instructions but that this
was contextually based. It was desirable to have long descriptions in
some situations, for example, when traveling on vacation, since the
descriptive instruction will allow for spontaneity, which is experienced
as difficult according to several participants. Participants argued that
step-by-step descriptions could be practical in places where they are
already familiar with the environment, where the purpose is to navigate
between places quickly and efficiently, such as when going to work or
university.

Similarly, no significant difference was found in the attitudes and
perceptions of participants between audio-alone and multimodal in-
struction modes. One of the reasons for this could be that the vibration
was not synchronized with the voice instructions a few times, as
it comes with a delay after the voice instruction. Some participants
pointed this out, and it may have affected their way of responding.
Moreover, some participants did not show an inclination towards the vi-
bration regardless of synchronization issues that happened a few times,
as they perceived it as overwhelming information in combination with
audio. However, many participants, especially the visually impaired
participants, said vibrations would be a practical addition to the audio
instructions in outdoor situations when accompanying other people and
in conversations, where vibration could serve as an additional source
of information.

Participants with visual impairments spent less time navigating than
participants with 20/20 vision. The reason may be that participants
with visual impairments have more experience navigating without
sight and therefore completed the trials. Some participants with visual
impairments expressed that they walked slower during the experiment
to our benefit, as they understood they were inside a smaller room.
However, participants with visual impairments still walked quite fast,
making it challenging to ensure they got to experience each navigation
instruction. It would have been a challenge if the participants with
visual impairments had walked at their usual pace. Participants walking
speed and how it may affect their navigation should be assessed in
future experiments. Moreover, most participants ambled on their first
trial but picked up the pace as more tracks were completed. The
fact that the research team assured the participant that they would
avert them from injury might have made the participants feel safer,
making them increase their walking speed after getting used to the
experimental conditions.

It is visible that blindfolded participants made significantly more
errors than participants with visual impairments. This might be be-
12

cause participants with impaired vision are used to navigating without
sight, while blindfolded participants are not. Moreover, the result that
blindfolded participants spend more time and make more mistakes
is not surprising, as it confirms the importance of being aware of
the differences between these groups when conducting experiments,
implying that blindfolded participants cannot replace participants with
visual impairments.

6.2. Limitations

There were some limitations in this study. The experiment was
conducted in a relatively small room of 46 m2, with short distances
between obstacles and turns. This may have affected the participants’
experience with the navigation instructions, as they could only move a
very short distance before receiving a new instruction. This was espe-
cially apparent in the tracks where descriptive instructions were used.
Hence the experimental setting likely made the navigation experience
less natural than if it had been performed in a larger area with uneven
surfaces and natural obstacles.

Similarly, the number of errors registered might have differed if the
experiment had been performed outdoors or in a larger area. It could
have led to participants having more freedom to move without neces-
sarily deviating from the track. However, experimenting in an outdoor
environment would challenge the control over situational factors. As
claimed by Patel (1995), control is essential in experimental research,
and this is to eliminate external factors that can affect the results.
Moreover, conducting the current experiment outdoors would not be an
ideal solution. However, replicating the experiment in a larger indoor
space with several levels could be beneficial to check if the results
would be different in a more natural setting.

Having more participants with visual impairments would have
strengthened the experiment results, as the findings would represent
actual end-users of assistive navigation technology. Getting a good
number of participants with visual impairments proved challenging,
and COVID-19 restrictions at the time made it even more difficult.
We understand that people with visual impairments have developed
a range of workarounds for various situations. This includes utilizing
alternative forms of information, such as echolocation, and having a
clear awareness of the types of mistakes that can lead to disorientation
or getting lost (Thaler and Goodale, 2016; Pasqualotto and Proulx,
2012). Sighted participants may not have the chance to develop these
strategies Kolarik et al. (2014), Tinti et al. (2006). Hence the results
interpreted from this study involving blindfolded participants should
be viewed from this perspective. Moreover, the seven participants
with visual impairments we managed to recruit can be considered
satisfactory considering the circumstances (McDonald et al., 2006).

The most common mistakes/errors observed during the experiment
were that participants frequently turned too much or too little when in-
structed to ‘‘turn left’’ or ‘‘turn right’’ or were asked to turn according to
the analogous clock. As such, it may be necessary to consider whether
these ‘‘errors’’ affect the different instruction modes or whether they
result from personal perception. Consequently, it could be argued that
the preferences identified through the survey are a more appropriate
basis for determining the most effective instruction mode.

6.3. Future perspectives

Contrary to previous research reported in the literature, in our
study, participants with visual impairments did not use their usual nav-
igation aids, such as a white cane or guide dog. The participants were
positive about experimenting without them and expressed curiosity to
try different types of navigation aids. This observation could be helpful
for future studies and potential new solutions regarding not being re-
stricted by using such aids. Furthermore, bone-conduction headphones
can be used instead of standard headphones. The use of bone conduc-
tion in navigation assistants has been explored in many studies recently

(Kuriakose et al., 2023; Kuribayashi et al., 2022; Asakura, 2021). It
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would be interesting to examine how users feel while using it compared
to standard headphones.

A guide dog has an advantage when it comes to helping the user
to turn. In this study, we used analog clock-based navigation based on
inspirations from Ross and Blasch (2000), Loomis et al. (2002), and
instructions for turning right and left at 90 degrees. Despite successful
pilot testing on this account, several participants described these meth-
ods as not optimal. Furthermore, it was also observed that most errors
occurring during the experimental trials were related to incorrect turn-
ing. Hence we support the findings of Nakajima and Haruyama (2013),
Miao et al. (2011) that clock-based directions could be challenging for
people with visual impairments in navigation. However, it could be
interesting to test with different methods for turning and directions. In
addition, further studies should investigate the possibilities surrounding
correction by the navigation solution itself while the user is navigating.

Another thing that could be relevant for future studies is a detailed
exploration of navigation instructions based on vibrations. Several par-
ticipants responded positively to using only vibration for navigation, as
it would allow the opportunity to gather information from environmen-
tal sounds more significantly than if audio modality was used. It could
be interesting to test the use of vibration as a unimodal navigation
instruction or where vibration could be the predominant instruction
method. In such scenarios, audio could supplement the information that
cannot be conveyed through vibrations.

As mentioned in the limitations, this study involved only seven
participants with visual impairments. The rest of the participants were
blindfolded sighted participants because of the restrictions in place at
the time of the experiment. The study can be further extended using
the same experiment framework but with more participants with visual
impairments. It could provide further insights into the problem domain.

Finally, the study suggests future development options for cus-
tomization. The participants expressed a need to decide when they
receive information, how they receive it, and how much they receive.
Besides, few participants pointed out choosing the vibration pattern,
as it would be easy to distinguish vibration from other applications
such as incoming calls or messages. Therefore, customization could be
interesting in future research. On the other hand, though customization
is desirable, it is crucial that the solution still follows a standardized
way of functioning. If it becomes too complex, the possibility of using
the same will be reduced (Fosse et al., 2016).

7. Conclusion

This study aimed to determine how people with visual impairments
performed in terms of time and errors encountered while navigating
various types and modes of instruction, such as short and descriptive
audio instructions and audio + vibration instructions. As a result of
challenges in recruiting people with visual impairments due to social
conditions, blindfolded sighted people were also the participants in
the study. No significant differences were found in travel time or
errors among participants who received short or detailed directions
during navigation. The study also concluded that participants had no
significant effect on their navigation performance even if they received
multimodal instructions (audio + vibration) rather than audio-only
instructions. While navigating, participants may or may not wish to
hear details about the environment and obstacles, as the preference
was found to be subjective. Participants with visual impairments spent
less time and made fewer errors while navigating than blindfolded
participants with 20/20 vision. This study provides insights into the
navigation preferences of people with visual impairments. The study
also suggests that a navigation assistant could be made more usable
by customizing the type and mode of instructions for the users. The
experiment framework described in this paper can be used in future
studies with more people with visual impairments. We believe the
findings from this study will be helpful in further developing effective
navigation assistant systems.
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