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Educational purity and technological danger: 
understanding scepticism towards the use of telepresence 
robots in school

Lars E. F. Johannessena , Erik Børve Rasmussenb  and Marit Haldarb 
aCentre for the Study of Professions, OsloMet – Oslo Metropolitan University, Oslo, Norway; bDepartment of 
Social Work, Child Welfare and Social Policy, OsloMet – Oslo Metropolitan University, Norway

ABSTRACT
This article contributes to the sociology of education and technology 
by providing a cultural analysis of scepticism towards new technologies 
in school, using reactions to the telepresence robot ‘AV1’ as its case. AV1 
is designed to connect ‘homebound’ students with their ‘school-based’ 
teachers and classmates. Despite its idealistic purpose, the robot has 
been met with significant scepticism by Norwegian school workers. To 
understand why, the article proposes the novel concepts of ‘educational 
purity’ and ‘technological danger’ to highlight the shared beliefs that 
underlie school workers’ concerns. We find that school workers see AV1 
as threatening key ideals of schools being pedagogically oriented, phys-
ically copresent and bounded institutions – all concerns that reflect 
widespread ideas about how technologies tend to (not) function within 
educational contexts. In highlighting these symbolic tensions between 
new technologies and schools, the article sets a course for future studies 
into the cultural sociology of education and technology.

Introduction

In 2016, a series of evocative commercials filled Norwegian TV screens in promotion of a 
technology called ‘AV1’ (Figure 1). One commercial opened by showing a small, white, 
robotic bust placed on an empty school desk. A school bell rings, the robot’s eyes light up 
and a bunch of 10-year-olds walk into the classroom. The voice-over of a young boy explains, 
‘Eirik isn’t always at school because he’s away on training to improve his walking’. We are 
shown a child in physical therapy, followed by a series of shots in which the robotic bust is 
included in play – in the school yard, at the beach, at a birthday party, on a canoe trip. The 
voice-over continues, ‘It’s pretty cool that we can bring the robot everywhere and that Eirik 
doesn’t miss anything because he’s able to follow us through his mobile phone’.

AV1 is a telepresence robot1 for children who are homebound because of illness or dis-
ability. Produced by the Norwegian start-up company No Isolation, AV1 functions like a 
personified web camera and is meant to connect so-called ‘homebound students’ with their 
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teachers and classmates in school. The robotic device itself is typically placed in the class-
room, whereas the homebound child follows the robot via an app on their phone or tablet, 
which enables them to see, hear and talk to those in class, while also being able to direct 
their ‘gaze’ by rotating the robot’s head.2 As the robot comes with 4G cellular network 
technology, it can also be used outside of classrooms, whether for school trips, assemblies 
or birthday parties. As of April 2022, there are roughly 2000 active robots in Norway, 
Sweden, Denmark, Germany, the UK and several other European countries.

Having studied the robot over the past four years, we can attest to its potential as a tool 
for social and educational inclusion (Johannessen, Rasmussen, and Haldar 2023). The users 
we have talked to are generally positive towards the technology and stress the benefits of 
having a remote connection to the school. However, our studies also uncover an unexpected 
challenge for those wanting to use the robot: the fact that school workers often show sig-
nificant scepticism, reluctance and even outright resistance to its use in their school or 
classroom. This has greatly upset the homebound users we talked to, with many finding it 
stunning that anyone could be sceptical towards a technology meant for helping socially 
isolated students.

With this article, we seek to understand what telepresence robots look like from school 
workers’ perspective, focusing in particular on their pre-experiential sensemaking: that is, 
on how they make sense of the robot prior to having actually used it. Drawing on textual 
material and 55 interviews with 48 school workers across 29 schools in Norway, we find 
that school workers’ scepticism is informed by widespread beliefs about how technologies 
often (fail to) function in schools, leading many to believe that adoption of the robot will 
threaten key ideals of schools being pedagogically oriented, physically co-present and 
bounded institutions. We see our analysis as contributing to ‘the sociology of education 
and technology’, which aims to understand ‘the social, political, economic, cultural and 
historical contexts within which educational technology use (and non-use) is located’ 
(Selwyn 2010, 66). Specifically, our study makes two key contributions to this emerging 
field of study. First, it explores reactions to a novel and relatively understudied device. 

Figure 1. A V1. Photo: Estera K.-Johnsrud/No Isolation. [The authors declare that they have obtained the 
rights to use this image from the copyright holders Estera K.-Johnsrud and No Isolation].



British Journal of Sociology of Education 3

Second, we show how the reactions to AV1 reflect widespread ideas about what we, inspired 
by Mary Douglas (1966), call educational purity and technological danger, meaning that our 
case study of AV1 is a productive prism for highlighting tensions between new communi-
cation technologies and schools more generally.

Education, technology and symbolism

The subfield of ‘the sociology of education and technology’ began with early calls in the 
1980s (Young 1984) and has truly coalesced over the past 20 years, especially through the 
efforts of Neil Selwyn and his colleagues (Selwyn 2003, 2010, 2011a, 2011b, 2012, 2013, 
2014a, 2014b, 2021; Selwyn and Facer 2014; Selwyn et al. 2016, 2017). As Selwyn observed 
already in 2006

‘[I]nformation and communications technologies’ (ICTs) such as the Internet, mobile tele-
phone and computer have become such prominent and problematic elements of contempo-
rary education that anyone interested in the sociology of education can ill afford to overlook 
their presence and influence in educational settings. (Selwyn 2006, 419)

As proposed by Selwyn, a sociology of education and technology should serve as a critical 
corrective to the predominant approaches to studies of technologies in education, which, 
representing the ‘learning sciences’, ‘pedagogical sciences’ and ‘design sciences’, have mainly 
limited themselves to studying ‘the potential of technology to “enable,” “assist,” “enhance” 
or even “transform” learning’ (Selwyn et al. 2016, 149). In their place, Selwyn urges sociol-
ogists to ‘look beyond learning’ and ask broader questions about the social life of technol-
ogies in education. Specifically, Selwyn sees a particular need for context-rich analyses that 
situate technologies in their wider socio-cultural milieu, with an eye towards ‘the often 
uneven, contested and contradictory realities of technology use within educational settings’ 
(Selwyn 2010, 67).

This article employs such a sociological approach to understand school workers’ scepti-
cism towards new technology – an area where a sociological perspective is acutely needed. 
There is a substantial academic literature discussing technology (non)acceptance and (non)
adoption among teachers and other school workers, in which problematic relationships to 
technology is a central theme (cf. Henderson and Corry 2021). Predominantly, however, 
this problematic relationship is framed in psychological terms, as evident in the use of 
concepts such as techno-anxiety (cf. Revilla Muñoz et al. 2017), technostress (cf. Joo, Lim, 
and Kim 2016) and technophobia (cf. Efe and Efe 2016). While many such studies do explore 
the social roots of these purportedly psychological problems, their reliance on concepts 
such as anxiety, stress and phobia tend to individualize and pathologize the phenomena in 
question. Specifically, these framings suggest that the problem lies with school workers’ 
irrational and exaggerated responses to technology (rather than with the technology itself) 
and that their ‘anxiety’ and ‘technophobia’ is something in need of a cure or treatment 
(rather than a potentially ‘healthy’ and desirable response).

With this article, we seek, instead, to understand school workers’ scepticism towards 
new technology in sociological terms. In so doing, we follow the lead of a small collection 
of qualitative and context-sensitive studies of school workers’ problematic relationship to 
technology (cf. Howard 2013; Peck et al. 2015; Selwyn et al. 2017), which demonstrate that 
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school workers’ concerns are often significantly more rational than labels such as ‘anxiety’ 
or ‘phobia’ would suggest.

We also extend these context-sensitive studies in two main ways. Firstly, whereas existing 
research has predominantly explored either educational technologies (that are owned by 
schools and meant for educational purposes) or personal media devices (that are owned by 
students and used for a range of social and entertainment purposes), our article explores a 
device that traverses these categories.3 AV1 is designed to be used in school, but not pri-
marily for educational purposes; instead, it is meant to offer social connection and reduce 
loneliness among homebound students. Furthermore, the device is typically introduced to 
schools in a bottom-up fashion, by the homebound student or their guardians, rather than 
being implemented as a top-down solution with all the formal legitimacy and power mech-
anisms that entails. Thus, AV1 serves as a good technology ‘to think with’ by shedding new 
light on more established technologies in schools.

Secondly, we propose a cultural sociological approach for understanding school workers’ 
scepticism towards new technology. While cultural sociology comprises an array of com-
peting approaches (Simko and Olick 2021), the present article draws inspiration mainly 
from semiotic conceptions of culture as meaningful webs of significance or symbols (Geertz 
1973). Conceived as such, culture refers to school workers’ shared beliefs about schools, 
technologies and the relationships between the two, all of which will serve as an ‘interpretive 
grid’ through which any new technology must be mediated ‘emotionally, cognitively and 
morally’ (Alexander 2003, 31) – with significant consequences for whether and how school 
actors will seek to adopt, reject, modify or engage in other actions of consequence for the 
technology in question.

More specifically, our cultural sociological approach draws inspiration from Mary Douglas’ 
work on dirt, as found in her seminal book Purity and Danger (1966). Douglas famously defined 
‘dirt’ as ‘matter out of place’ (1966, 42), a definition that points both to ‘a set of ordered relations’ 
and ‘a contravention of that order’ (1966, 42). Applied to our case, we take this ‘set of ordered 
relations’ to comprise shared beliefs about what schools should be like, which we, building on 
Douglas, refer to as school workers’ ideals of ‘educational purity’. Conversely, our notion of 
‘technological danger’ captures how technologies can be considered ‘contraventions’ of these 
ideals, serving as the proverbial ‘matter out of place’ within school workers’ symbolic order.

Concerning these latter ideas about ‘technological danger’, we emphasize that our empir-
ical focus is on school workers’ pre-experiential sensemaking – that is, on how school workers 
make sense of AV1 before having had any direct experience with it (see also Johannessen 
2023). This is a theoretically strategic focus for highlighting the ‘interpretive grid’ through 
which school workers interpret AV1, as lack of direct use experience means that school 
workers must draw on their cultural resources to make sense of the robot. These resources 
include second-hand information about the robot itself (from websites, commercials, word-
of-mouth, etc.), but also experiences with supposedly similar technologies (e.g. distance 
education) as well as more general stereotypes about technologies in education. It is this 
amalgam – this jumble of second-hand information and more-or-less precise analogies 
with, and stereotypes about, AV1 – that they relate to their beliefs about school and school-
ing, and which warrants their sceptical stances towards the robot.

Given the varying precision of such amalgams, it might be tempting to dismiss school 
workers’ ideas about AV1 as mere ‘misconceptions’ that can be easily corrected by direct 
exposure to the technology. However, such a dismissal would rest on the ill-conceived 
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assumption that the school workers are actually willing to adopt and use the robot. Indeed, 
the fact that they are often reluctant to do so is the very issue driving this article. Thus, 
rather than dismissing pre-experiential ideas as ‘misconceptions’, we adopt the Thomas 
theorem understanding of culture and action in which people’s interpretations – whether 
‘inaccurate’ or not – are seen as laying an important foundation for how they act (Merton 
1948). Accordingly, when school workers come to the pre-experiential conclusion that they 
distrust a technology, they may see good grounds for never allowing any direct user expe-
rience with the technology in question. In other words, we focus on people’s pre-experiential 
sensemaking, and the cultural resources this relies on, because this is a highly salient 
approach to understanding scepticism towards, and non-adoption of, new technologies in 
school. We apply this perspective in the results section, but first we describe the study’s data 
and methods.

Materials and methods

Our data is drawn from a larger and mainly interview-based study of AV1, comprising 159 
semistructured interviews with users, producers, school workers and other stakeholders of 
the robot in Norway, conducted between the fall of 2018 and the spring of 2021 (Johannessen, 
Rasmussen, and Haldar 2023). The large majority of these interviews were conducted prior 
to the lockdowns of the COVID-19 pandemic (we return to the significance of this point 
in the Discussion section).

In this article, we focus most closely on the 55 interviews done with 48 teachers, principals 
and other educational employees across 29 schools in Norway. Of the 48 interviewees, 31 
were female and 17 male; 4 were between 20 and 29 years old, 9 between 30 and 39, 17 
between 40 and 49, 9 between 50 and 59 and 6 were aged 60 years or older (3 were not 
asked/did not provide their age). Nineteen worked in primary school (ages 6–12), 5 in 
secondary school (ages 13–15), 11 in upper secondary school (ages 16–18) and 13 in other 
education-related institutions (e.g. hospital schools). Most interviewees were recruited 
through snowball sampling via users, and thus, had a basic acquaintance with the robot. 
As we return to in the Discussion section, there were significant differences in opinion 
about AV1; this study focuses most closely on the expression of scepticism towards the 
robot, ranging from mild hesitance to vocal resistance.

Of the 55 interviews, 18 were conducted face-to-face and 37 were conducted by phone. 
While telephone interviews inevitably entail the loss of certain data, the method gave the 
interviewees great flexibility in when and where to conduct the interview, thus, significantly 
increasing our pool of informants and allowing for a geographically more diverse sample 
(see Johannessen, Rasmussen, and Haldar 2023 for a more in-depth discussion; see also 
Oltmann 2016).

All interviews were carried out using a semistructured interview guide. This article builds 
mostly on accounts of what the interviewees thought about the robot prior to using it. For 
those who had not (yet) used the robot, we rely on their accounts of how they believed it 
would be to adopt AV1 in their school; for those who had started using it, we rely mostly 
on retrospective accounts of what they thought about the robot prior to its adoption.

In addition to interviews, our sample also includes two critical op-eds that were published 
in Norwegian newspapers and magazines in the first years after the robot’s launch (Dagbladet 
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2017; Utdanningsnytt 2019), which were identified following a broad-scale search of 
national and international press coverage about the robot and its producers. As the op-eds 
were written by teachers who had yet to use the robot, and as they convey similar reasons 
for scepticism as our interviewees, we treat them similarly as our interview data – that is, 
as reflecting salient shared beliefs about the relationship between education and technology.

The study was reported to the Norwegian Centre for Research Data (NSD) and approved 
in September 2018. All interviewees have given their written consent to participate in the 
study. To ensure confidentiality, their names and other identifying information has been 
made anonymous. All interviews were transcribed verbatim. The included quotes have 
been translated from Norwegian, making minor grammatical and aesthetical adjustments.

In analysing data, we focused on accounts that expressed varying degrees of scepticism, 
hesitance, reluctance or resistance towards AV1. Our focus has primarily been on the content 
of school workers’ concerns rather than the characteristics of those expressing these con-
cerns, in part because it was quite common even for ‘positive’ teachers to have some reser-
vations against the robot. In coding and categorising data, then, we sought to identify school 
workers’ most salient reasons for distrusting AV1, focusing in particular on their ideas 
about ‘educational purity’ and ‘technological danger’. The results of this process are presented 
in the following section.

Results

We will now reconstruct the webs of significance that inform school workers’ scepticism 
towards AV1. Our analysis is structured according to three key notions of ‘educational 
purity’ that school workers consider threatened by AV1, namely the ideals of schools being 
pedagogically oriented, physically copresent and bounded institutions. As we will show, 
school workers reach these conclusions about ‘technological danger’ not by assessing AV1 
as an ‘individual’ technology, but by relating it to more general ideas about how technologies 
tend to (not) function within the context of schools. In sum, then, our analysis highlights 
a series of shared beliefs about schools, technologies and the strained relationship between 
the two.

A pedagogical institution

To begin, AV1 was widely believed to threaten the ideal that schools are, above all, institu-
tions for teaching and formalised learning. The general idea was that if a technological 
device is to be considered suitable for school, it must work towards pedagogical goals. AV1 
was believed to violate this principle in several ways, depending on how the robot was 
classified. One overarching concern was that AV1 is developed primarily as a social tool for 
school, something many interviewees believed went against the core mandate of schools as 
institutions. As one teacher explained:

I think it’s strange if a sick person should have social [use] as the only [rationale for using the 
robot] […] I mean, school is a place for learning. And if the person in question is too tired to 
participate in learning development, I think we might as well say that ‘the third lecture on 
Friday is reserved for social activities, so you can join us then’ and stuff. I mean, I think it’s a 
muddling of what school [should be], if there’s one [student] for whom it’s just a place to be 
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socially present, while the others have it decidedly as a place for learning […] For me, it has 
to be a pedagogical tool, otherwise I have problems saying it’s important for the school. Not 
that it’s not important for that person [the homebound student], which is a totally different 
issue. (Interviewee #31)

The teacher here establishes a firm boundary between ‘learning’ and ‘being social’, thus, 
echoing what Dinsmore (2019) refers to as ‘the cultural logic of separation’: ‘a constructed 
boundary between educational and social time and space in school’ (2019, 666). While 
interviewees differed in how strongly they distinguished between these logics, the lack of 
fit between social tools and teaching situations was a common concern in our sample, 
especially as the robot is marketed as something to be used in and alongside classroom 
instruction (as evident, for instance, in the slogan of AV1 being ‘The child’s eyes, ears and 
voice in the classroom’ (No Isolation 2022)).

Besides its social aim, many interviewees also paused on the fact that AV1 is a digital 
technology for use in classrooms. This led many school workers to relate the robot to their 
experiences with, and stereotypes about, similar educational technologies, with a common 
view being that these technologies can be unwieldy and cumbersome to integrate into 
pedagogical practice. Some focused particularly on the robot’s camera features and related 
these to negative experiences with camera-mediated instruction. Others concentrated on 
AV1 being a ‘robot’ and how this might be a demanding tool to master; as one teacher told 
about her colleagues’ reactions: ‘Some people heard the word “robot” and were like “Help! 
How am I supposed to learn this?”’ (interviewee #26). Underlying these concerns was the 
belief that the technology might be unmanageable and that tending to the technology’s 
‘needs’ might overrule pedagogical concerns. In extension, many also suspected that the 
robot could prove to be a particularly demanding student, and that this could have a negative 
effect on the learning outcomes of the other students in class. Thus, in light of these widely 
held beliefs about ‘unwieldy’ technology, the robot was seen as challenging the teacher’s 
ability to prioritise pedagogical concerns and relate to the class as a group of equals.

On a more explicitly ideologically charged level, a third objection related the robot to a 
larger narrative about how ‘outsiders’, such as politicians and market actors, undermine the 
pedagogical logic of schools more generally. This was particularly emphasized by some of the 
older interviewees in our sample, who saw the robot as the latest expression of a series of 
non-pedagogical perversions of schooling. One central reference point for this complaint was 
the ongoing and large-scale digitalization of Norwegian schools. This was intertextually linked 
to AV1 in a critical op-ed in the Norwegian magazine ‘Utdanningsnytt’ [Educational news]:

Digitalization is racing through the public sector, there are no limits to what the technology 
can do. Sceptics are immediately branded old-fashioned and hesitate to participate in the 
debate.

One of the new gizmos that is being heavily promoted in school is a digital robot that is to 
function as a ‘peephole’ into the classroom for students who cannot attend regular classes at 
their school due to physical or mental health challenges.

The robot is, thus, seen as an expression of a more general and overly optimistic digita-
lization of schools. According to our interviewees, this trend was driven by several actors, 
each with their own non-pedagogical agenda. One frequent reference was politicians and 
school leaders who might see AV1 as a way of being ‘modern’ and ‘future-oriented’:
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If you work a lot with technology in school, you’ll see overzealous principals and politicians whose 
faith in certain tools tends to extend far beyond what the tools in fact offer. […] As evidenced in 
the case of throwing iPads in the face of all first graders4, and the like. […] I’ve seen dread-and-
horror examples of how badly prepared such political decisions have often been. Where students 
are sitting individually at their desks, facing the blackboard, each with their own computer, while 
the teacher is writing on the blackboard. So that, at the end of the day, these are all pedagogical 
questions. And not a political or an ‘our-municipality-is-at-the-technological-frontier’ type [of 
question]. (Interviewee #31)

This teacher’s account highlights several reasons for alarm, including an inflated belief 
in technological quick fixes and non-pedagogical concerns for municipal identity and pres-
tige. These were all seen as challenging school workers’ autonomy, as the supposed ‘local’ 
experts on schooling – teachers and other educational workers – are perceived to be over-
ruled by a series of non-pedagogically motivated ‘non-experts’.

Adding fuel to this fire was the view that the robot was driven by a commercial company. 
As emphasised in a critical op-ed in the Norwegian daily ‘Dagbladet’:

This is about unchecked market forces. The entrepreneur behind the robot is motivated by 
the fact that each year, up to 6000 students have significant sickness absence. It is claimed that 
the motive is to help.

The robot’s producers are here accused of having vicarious motives, seeking financial 
gain rather than the inclusion of marginalized children. The robot is, thus, seen as symp-
tomatic for the marketization of schools, a central theme in discussions of the commercial 
drivers behind educational technologies (cf. Selwyn 2013). Some interviewees linked this 
interpretation to the ad campaign mentioned in the introduction, and especially the fact 
that these advertisements were aired before the robot was officially launched. One principal 
explained her reaction to seeing these ads for the first time:

I thought this was a massive ad campaign that this firm had launched without anyone know-
ing how it’s used. There hasn’t been any research or anything, you know, and they just shipped 
them out large-scale. And of course, people got real interested, and then it was going to be 
implemented in school, just like that – that was my thinking. (Interviewee #30)

As evident, the principal questioned how the producers could market their product so 
heavily before having any ‘evidence’ of its effects. This perceived lack of quality assurance 
led some to believe that the robot was just another commercial product, making the pro-
ducers’ vision seem less like idealism and more like a marketing ploy.5

In sum, then, the robot was seen as challenging the primacy of pedagogy in several ways, 
ranging from practical to more ideological concerns.

A physically co-present institution

Beyond pedagogy, AV1 was also seen as threatening the idea that schools should be places 
for physically co-present sociality among students. Rather than emphasizing a tension 
between social and educational needs, the school workers here acknowledged the impor-
tance of sociality while questioning the quality of mediated interaction. We see this expressed 
in the aforementioned op-ed in Utdanningsnytt, where the authors, after having stated that 
the robot offers few educational benefits, went on to argue as follows:
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What we are left with is social participation. But how social is it for a student to be at home or 
in an institution, cut off from normal interaction, and witnessing, through a small screen, all 
the things the student in fact cannot be a part of? Should the school, through its choice of 
tools, rub it in that the student is in a situation where she or he falls short physically because 
of their health situation?

The op-ed authors, thus, question the value of robot-mediated interaction, stressing how 
the robot only allows the student to ‘witness’ (as opposed to ‘participate’) in interactions, 
something that might even entail negative psychosocial consequences for its user. In so 
doing, the authors are echoing widespread beliefs about the second-rate nature of technol-
ogy-mediated interaction (cf. Baym 2015). Similar references were expressed throughout 
the interviews. For instance, one teacher conveyed a concern that the robot would entail ‘a 
distance even if you’re included’ (interviewee #14). Several interviewees also emphasised 
how this type of distanced participation might even increase the loneliness of its homebound 
users. As one teacher revealed about the discussions she had with her colleagues when they 
first heard about the robot:

[People] thought, “Will this just make it so that the [homebound] student sees even more of 
what they’re missing?” – and that looking at what the others are doing would make it harder 
and more hurtful for the student. I mean, one thing is that you know what you’re missing. But 
here you also get to see what you’re missing. And sort of be part of something you’re missing. 
(Interviewee #18)

Following this line of thought, remote co-presence is a fundamentally inadequate form 
of participation for homebound students. This view is captured by the paradoxical phrase 
that you can ‘be part of something you’re missing’, an expression conveying the belief that 
telepresence robots are unable to provide the authentic connection of physical copresence. 
Indeed, this liminal participation, in which the remote user is neither fully here nor there, 
might ultimately end up hurting homebound students by making them realize that they 
are missing out on the ‘real’ deal. Remote copresence is, thus, seen as an insufficient form 
of togetherness for the students in question, which should never come at the expense of 
physically copresent options (e.g. home visits).

That said, we should note that opinions about tele-present interaction differed amongst 
our interviewees. For instance, some claimed not to be worried about homebound students 
interacting remotely, as physical co-presence was never an alternative for these students to 
begin with. Others expressed a middle ground position in which the homebound students’ 
experiences were seen as likely to vary with personal factors, such as their degree of intro-
version and ‘sensitivity’, thus, articulating a different discourse about the relationship 
between technology and ‘proper’ participation.

Regardless of their general stance, however, most of our interviewees tended to agree 
that remote participation was particularly high-risk in cases of so-called ‘school refusal’. 
More than a distinct group of students, ‘school refusal’, as used by our interviewees, is better 
understood as a fuzzy-set category comprising students who, for various anxiety-related 
reasons, have difficulty attending school. Many school workers expressed significant scep-
ticism towards the use of telepresence robots by this category of students, as they believed 
the best treatment for school refusal is to be exposed to the physical school environment. 
One reason for this emphasis, according to a principal we interviewed, is that being phys-
ically copresent in school is crucial for becoming a well-functioning citizen:
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You know, school … One thing is what you learn academically, during lectures. But that’s, at 
best, only half the point of going to school. The other half is [learning] social interaction with 
others […] To develop interaction skills, as we call it, is incredibly difficult. I mean, it requires 
so much practice, so much feedback. And this cannot be accomplished from home. And what 
we see time and again is … Those in society who didn’t manage to become good citizens – you 
know, those who’s sitting in their basements full of resentment, those who commit acts of ter-
rorism, or who end up on the dole – when you look back, there’s always a combination of them 
not mastering basic academic skills, and also that they didn’t get to grips with the social [aspects]. 
Like, they were bullied and excluded, or they didn’t manage to get a friend or function with 
others. So evidently, school is crucial to sort of get the best out of people. (Interviewee #12)

In this account, the idea of ‘school’ is treated as synonymous with physically co-present 
schooling and opposed to being at ‘home’. Physically co-present schooling is, in turn, linked 
to ideas of interactional competency and becoming a ‘good citizen’ (i.e. someone who 
functions successfully within the conventional parameters of society). Conversely, in lieu 
of co-presence and the development of such social skills, students risk various forms of 
marginalization, expressed through the principal’s references to ideas about ‘internet trolls’, 
‘welfare recipients’ and ‘terrorists’. Seen within this symbolic nexus, the dangers of telep-
resence become particularly clear.

We, thus, see how school workers – in various ways and with various degrees of worry – 
expressed scepticism towards the ‘compromised’ form of participation that AV1 was believed 
to offer. Their accounts build on a widespread idea of schools being physically co-present 
institutions, in which physical copresence is linked to formative concerns of developing social 
skills and becoming a well-functioning citizen. A central reason why AV1 was considered 
‘out of place’ (Douglas 1966), then, is because it was seen as endangering these fundamental 
concerns.

A bounded institution

The third and final principle threatened by AV1 was the idea of schools as bounded social 
systems. School workers here put less emphasis on the primacy of pedagogy or physically 
co-present togetherness, and more emphasis on the value of schools being ‘sheltered’ envi-
ronments in which actors can engage in locally defined interactions, whose scope and 
consequences can be predicted with relative certainty by the involved parties. Our inter-
viewees particularly stressed how ‘boundedness’ was threatened by the robot’s broadcasting 
functionality. Taking inspiration from Goffman (1982), the robot was believed to create 
what we dub porous situations, in which the presence of communication technology creates 
uncertainty about the scope of a co-present interaction, thus, raising questions such as ‘who 
participates?’ and ‘on what premises?’6

‘Porousness’ was seen as problematic for several reasons, many of which pertain to the 
consequences this might have for the students in school. School workers here related the 
robot to their ideas about how technologies intersect with the social dynamics of childhood, 
with a central reference point being the (mis)use of social media by pre-teen and teenage 
students.7 Many interviewees stressed the risks of AV1 being integrated into a broader 
ecosystem of apps and platforms that encourage sharing of video and images, thus, leading 
homebound students to use AV1 to secretly photograph or record their classmates. As 
phrased in the op-ed in Dagbladet, the robot could serve as ‘a peephole into a space where 
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students are to try and fail, be educated and formed’, thus, posing a threat to the safety of 
students’ learning environment. This was considered both a general concern and a particular 
hazard when linked to ideas about ‘vulnerable’ students, such as those who experience 
bullying or live under protection from a parent or relative. Although not stated directly, 
these risks were also perceived to be higher at schools with a greater degree of ‘social’ prob-
lems, as evidenced in interviews with those who worked at ‘well-ordered’ schools (as one 
teacher told us, she had little problem accepting AV1 because ‘we find that we have a lot of 
… disciplined students, you know – little vandalism, few dropouts, little need to engage in 
mischief ’ [interviewee #24]).

In addition to students’ learning environment, the robot’s ‘porousness’ was also consid-
ered a threat to teachers’ working environment. Besides the abovementioned risks of being 
recorded by a homebound student, many referenced a fear that the homebound student’s 
parents might use the robot to scrutinize their actions in the classroom. This threat was 
deemed particularly high when linked to ideas about ‘critical parents’, a (stereo)type con-
sidered especially likely to seize on the opportunity to monitor teachers (and create trouble 
if they see something they are opposed to). Such a possibility was considered a further 
threat to teachers’ autonomy, as it would allow for auditing by yet another ‘outsider’ without 
sufficient insight into the everyday workings of school.

Lastly, the possibility of recording and sharing content was also linked to ideas about legal 
risk, especially by the principals we talked to, as these are the ones who are held legally account-
able for what goes on in school. For instance, some principals highlighted how AV1 might 
enable outside actors to learn about problematic situations in schools. As one principal explained:

As principal, you’re legally responsible for everything that happens in a school […] If a situation 
arises, then it’s sort of my responsibility, ‘What did you, as principal, do to prevent this from 
happening?’ […] I mean, let’s assume as a worst case that someone, via this robot, sees one stu-
dent knock down another student. And there are pictures taken or … rumours start spreading. 
Parents hear about it. ‘What did you do to prevent this?’, ‘How did it come to this?’, ‘We’ve heard 
that someone saw a live feed of students being knocked down at your school’. (Interviewee #28)

As the principal here filters AV1 through his beliefs about the everyday politics of school-
ing, he conjures images of how the robot might complicate his work in terms of public 
exposure and accountability.8 In addition, several principals highlighted how broadcasting 
carries legal risk on its own by raising a series of privacy concerns. This was considered a 
particularly salient issue at the time of our data collection, as this was when the EU’s General 
Data Protection Regulation (GDPR) came into effect. Several interviewees highlighted how 
the GDPR had made them more risk-averse, as they could not say exactly what was legal 
or illegal when it came to streaming technologies like AV1 yet knew that violations of the 
GDPR’s rules might lead to significant fines and a damaged reputation. Thus, when linked 
to the ambiguous and alarming symbol of ‘GDPR’, the robot was perceived as a risk of 
unknown scope. Accordingly, many principals found it tempting to simply refuse its use in 
schools, thereby avoiding the problems associated with its porous situations.9

Discussion

This article set out to understand scepticism towards new technologies in school, using 
reactions towards the communication device ‘AV1’ as its case. Building on our concepts of 
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‘educational purity’ and ‘technological danger’, our analysis has revealed school workers’ 
scepticism to be entangled with a series of shared beliefs about schools, technologies and 
the strained relationships between the two. Specifically, we find that AV1 is believed to 
threaten widespread ideals of schools being pedagogically oriented, physically co-present 
and bounded institutions, a series of concerns that reflect broader ideas about schools and 
schooling and how technologies tend to (not) function within this context.

In closing, we will now discuss some conceptual and normative aspects of our findings, 
respectively. Concerning the former, we begin with some reflections on the relationship 
between our case and the concepts of ‘educational purity’ and ‘technological danger’. Our 
study has explored reactions to a particular technology (AV1) by specific actors in a specific 
context (school workers in a Norwegian, publicly funded school system). Accordingly, stud-
ies into reactions to other technologies by other actors in other contexts should expect to 
find somewhat different ideas about both educational purity and technological danger. That 
said, there are reasons for believing that our analysis sheds light on widespread ideas that 
can help us understand scepticism towards technologies in education more generally. For 
instance, concerns for pedagogical primacy were expressed already by Young (1984) and 
have later become a recurring theme in studies where school workers criticize digital tech-
nologies for overriding pedagogical concerns (Cuban 1986; Philip and Garcia 2015; Winner 
2009). The importance of physically co-present sociality has been a recurring concern in 
debates about distance education (cf. Brennan 2020), and is also a dominant notion in 
Western discourse about interaction, sociality and togetherness, where mediated interaction 
is typically considered second-rate compared to the ‘gold standard’ of face-to-face interac-
tion (Baym 2015; Cerulo 1997). Concerns for schools as bounded social systems is also a 
recurring topic in studies of education and technology, as evidenced, for instance, in dis-
cussions of how mobile phones break down physical barriers (Selwyn 2003) and challenge 
established power structures in schools (Peck et al. 2015; Selwyn et al. 2017). We therefore 
see our analysis as highlighting common beliefs about schools, technologies and the strained 
relationship between the two.

Another important caveat concerns the heterogeneity of ideas in our sample. Our analysis 
must not be read as suggesting that all school workers interpreted AV1 similarly, drawing 
on the exact same ideas about educational purity and technological danger. On the contrary, 
our interviewees differed widely in which ideals they emphasised the most and in the extent 
to which they emphasised them. This is of course to be expected, as school workers are a 
heterogenous cultural group, comprising contrasting and even contradictory beliefs that 
can support myriad reactions to new technologies.10 What we have sought to achieve with 
our analysis, therefore, is not to show that all school workers interpreted AV1 in exactly the 
same terms, but rather to present the sum total of concerns that made our interviewees 
sceptical towards the robot.

Related to homogeneity, we must also point out that not all school workers were equally 
worried about ‘technological danger’. In fact, several school workers spoke more in terms 
of technological opportunities and benefits, referencing ideas about vulnerable students, 
the importance of inclusion and the exciting prospects of new technologies to emphasise 
how AV1 could be a much-needed tool for homebound students. Such interpretations reveal 
different ideas about both schools and technology, emphasizing a more symbiotic relation-
ship between the two, and should be subject to further investigation. Our reasons for down-
playing these ideas in this article, however, is that our aim is to understand school workers’ 
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scepticism towards new technologies. We consider this an important analytical focus, as 
analyses of ambivalence, scepticism and resistance can help shed light on the ‘contested and 
contradictory realities of technology use within educational settings’ (Selwyn 2010, 67).

In sum, then, we do not claim to cover all ‘webs of significance’ that characterise school 
workers’ reactions to new technologies, nor that all school workers interpret technologies 
in the same way. Instead, our study identifies a series of shared beliefs that explain why 
some school workers express scepticism towards technologies like AV1. In other words, our 
analysis sheds light on salient ideas about educational purity and technological danger, thus, 
providing a foundation for other studies to build on so that we can better understand reac-
tions to new technologies in school.

Moving on to the normative issues, we would like to focus more closely on the empirical 
findings of this article and take up Selwyn’s critical-constructive advice that sociologists 
should seek ‘to identify, highlight and overcome the many contradictions and conflicts that 
surround the use of technology in educational settings’ 2017, 71; our italics). To that end, 
we close with some constructive reflections on school workers’ beliefs.

First, we emphasize the rationality of school workers’ scepticism. Our interviewees are 
clearly acting based on reasons they consider good. As analysts, we too find merit in their 
arguments. There is no arguing, for instance, that technologies can interfere with pedagog-
ical goals (cf. Winner 2009), that much educational technology is driven by commercial 
forces (cf. Williamson 2022), or that communication technologies contribute to ‘context 
collapse’ (Brandtzaeg and Lüders 2018) and might, thus, create significant uncertainty 
among its users. Normatively speaking, then, scepticism might be a healthy impulse when 
faced with new technologies, as this can serve to protect important values in school, includ-
ing pedagogy and wellbeing.

Second, however, we also see two potentially problematic aspects with school workers’ 
scepticism. For one, in light of our empirical focus on pre-experiential sensemaking, we 
must remember that the school workers are drawing on general beliefs about schools and 
technology to make sense of a new artefact. In other words, they are not assessing AV1 
itself, but an amalgam of second-hand information, experiences with supposedly similar 
technologies and more general beliefs about how technologies tend to (not) function in 
educational settings. As with stereotypical reasoning more generally (cf. Birkelund et al. 
2020), the school workers’ reasoning risks overlooking the ‘individual’ characteristics of 
the technology in question; that is, how various aspects of the robot (e.g. its drivers, users 
and uses) might differ from the more well-known technologies they compare it to.

The dangers of such stereotypical reasoning tie in with another problematic point: that 
AV1 is a relatively rare example of a digital tool that seeks to ‘empower otherwise subordi-
nated groups’ (Selwyn et al. 2016, 158). The robot is designed for homebound students who, 
in being unable to attend school physically, are ‘removed from a social context that consti-
tutes four to six hours of their daily lives’ (Newhart, Warschauer, and Sender 2016, 9). The 
educational and social costs of this can be high, as these students are likely to ‘fall behind 
in instruction, feel isolated from their peers and experience loneliness and depression’ 
(Newhart, Warschauer, and Sender 2016, 9). As we document elsewhere (Johannessen, 
Rasmussen, and Haldar 2023), the robot can lessen this predicament by offering an immer-
sive link to these students’ schools, thus, counteracting their feelings of loneliness, missing 
out and being forgotten, while also offering them the possibility to partake in classroom 
instruction and interaction.
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Seen in this light, AV1 represents a pressing normative dilemma between homebound 
students’ need for inclusion and school workers’ concerns for pedagogy, co-present sociality 
and boundedness. While it is beyond our scope and expertise to solve this dilemma, we 
believe some guidance can be found in what Smits (2006) refers to as a ‘pragmatic monster 
ethics’. ‘Monsters’ here refer to technologies that threaten an established symbolic order, 
whereas a ‘pragmatic monster ethics’ pertains to how we, as a society, should approach such 
threats. Concerning the latter, Smits advocates for a strategy of ‘monster assimilation’ in 
which we ‘develop, renew and differentiate our cultural categories as well as our technologies, 
so as to have them fit into a new order’ (Smits 2006, 503). In other words, the goal is a 
mutual adaption of both technologies and cultural assumptions, so that we reassess ‘not 
only the monster but also the cultural categories by which it is judged’ (Smits 2006, 501). 
Applied to AV1, this would translate into a suggestion for both school workers and the 
robot’s producers to reconsider their assumptions about the technology in order to reach 
a more stable compromise about its design and use.

In closing, we note the possibility that the COVID-19 pandemic has helped reduce 
tensions between schools and AV1, as the pandemic resulted in an unprecedented adoption 
of digital tools in teaching. This might have decreased the scepticism of many school work-
ers, as actual use experience might have put many critical assumptions to rest. At the same 
time, we urge caution against making technologically deterministic readings of school 
workers’ pandemic experiences, as their new-won experiences have likely led to the decline 
of some stereotypes and the proliferation of others. For instance, we have seen an increased 
disregard for ‘hybrid teaching’ (cf. Shah 2021) that might fuel future scepticism towards AV1.

In light of such potentially contradictory developments, we encourage further studies 
into the cultural conflicts surrounding technologies in education. By identifying tensions 
and contradictions, such studies can ‘foster and support issues of empowerment, equality, 
social justice and participatory democracy’ (Selwyn 2010, 68), thus, working towards more 
inclusive and just use of technologies in educational contexts.

Notes

	 1.	 ‘Telepresence robot’ is the accepted term for such devices, despite the fact that they lack some 
features conventionally associated with robots (e.g. the capacity for autonomous action and 
intelligent behaviour).

	 2.	 In contrast to many telepresence robots, AV1 cannot move around on its own; instead, it is 
designed as a 27 cm tall bust that can be carried around easily by teachers or classmates.

	 3.	 Personal phones and computers under the banner of ‘bring your own device’ similarly blur the 
distinction between educational and personal media technologies. The two categories them-
selves can also be said to be blurry; for instance, while educational technology is meant for 
educational purposes, it is well-documented that this too can serve a range of non-educational 
means (cf. Aagaard 2017).

	 4.	 The teacher is here referencing the wide-scale adoption of iPads in Norwegian schools, a 
phenomenon driven less by national strategies and more by local initiatives from schools and 
municipalities (Brochmann 2020).

	 5.	 Some informants highlighted how this over-optimistic and commercial agenda was support-
ed by a third actor, the parents of the homebound student. While the informants expressed 
understanding of parents being willing to do ‘everything’ for their child, they also emphasized 
the need to balance concerns for the one homebound child with the needs of the many stu-
dents in class (another expression of universalistic ideals).
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	 6.	 This concern is discussed more fully in Johannessen (2023), which focuses more closely on 
teachers and how they speculate on the consequences of having a robot in their classroom.

	 7.	 It should be noted that the robot’s producers have made it impossible to screenshot or record 
the video stream. However, a common objection was that students could easily work their 
way around such restrictions.

	 8.	 The principal’s concerns can seem quaint in light of how most students are already in posses-
sion of smartphones. However, his account can be read as expressing a worry that the power 
balance would be shifted even further away from the principal by yet another camera technol-
ogy being introduced in his school.

	 9.	 Besides perceived risk, some principals highlighted how legal issues could lead to significant 
amounts of paperwork, which made them further reluctant to adopt the robot. Disdain for 
‘paperwork’ can be read against the widespread discourse that time has become an increas-
ingly scarce resource in schools. “Will it waste time?” therefore stood out as a pressing ques-
tion for many of the school workers we interviewed.

	10.	 This emphasis on heterogeneity must not be taken to suggest that there are no similarities in 
school workers’ belief systems. After all, these are people who occupy a shared environment, 
engage in role-specific interactions, face similar expectations, and share their experiences 
with each other in conversations and rituals. As a result, they tend to develop similar ways of 
understanding the world, albeit with distinct and often conflicting variations (cf. Friedland 
and Mohr 2004).
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