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ABSTRACT
Soccer is one of the most popular sports globally, and the amount
of soccer-related content worldwide, including video footage, au-
dio commentary, team/player statistics, scores, and rankings, is
enormous and rapidly growing. Consequently, the generation of
multimodal summaries is of tremendous interest for broadcasters
and fans alike, as a large percentage of audiences prefer to follow
only the main highlights of a game. However, annotating impor-
tant events and producing summaries often requires expensive
equipment and a lot of tedious, cumbersome, manual labour. In this
context, recent developments in Artificial Intelligence (AI) have
shown great potential. The goal of this work is to create an auto-
mated soccer game summarization pipeline using AI. In particular,
our focus is on the generation of complete game summaries in
continuous text format with length constraints, based on raw game
multimedia, as well as readily available gamemetadata and captions
where applicable, using Natural Language Processing (NLP) tools
along with heuristics. We curate and extend a number of soccer
datasets, implement an end-to-end pipeline for the automatic gen-
eration of text summaries, present our preliminary results from the
comparative analysis of various summarization methods within this
pipeline using different input modalities, and provide a discussion
of open challenges in the field of automated game summarization.

CCS CONCEPTS
• Computing methodologies→ Artificial intelligence; Natu-
ral language processing; • Information systems→ Summa-
rization.
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1 INTRODUCTION
Sports broadcasting and streaming are immensely popular, and the
interest in viewing videos from sports events grows day by day.
Today, live streaming of sports events generates most of the video
traffic and is replacing live broadcasting on TV [60]. As of 2020,
soccer had a global market share of about 45% of the $500 billion
sports industry [54].

The large number of games and the availability of multimedia
content make it increasingly important to establish systems for
extracting highlights and providing summaries in real-or near real-
time. As a large percentage of audiences prefer to follow only the
main highlights of a game, the generation of multimodal (video/au-
dio/text) summaries is of tremendous interest to broadcasters and
fans alike. The primary impetus for the creation of summarization
systems is the need to handle the vast quantities of data available
in various formats.

State-of-the-art solutions in this domain are limited, and there-
fore subject to a lot of interest from researchers, especially in terms
of automation. However, unlike action recognition and event detec-
tion in videos, event clipping and thumbnail selection for highlight
clips, and social media content analysis, there has not been much
interest in the journalism or accessibility aspects of video sum-
marization systems. There is a need to establish a framework for
getting text and audio summaries of videos automatically, where
emphasis on accessibility can prove highly useful for visually im-
paired audiences as well. Building an automated summarization
system may be valuable not only for future games but also for
condensing past and completed games.

The overall goal of our work is to implement an automated
pipeline which allows for the generation of text and audio sum-
maries of configurable length for a given soccer game, where the
inclusion/exclusion of selected important events (“highlights”) from
the game can be subject to priority configuration input, along with
the nature of the generated summaries (neutral vs. taking a par-
ticular side, empathic vs. natural, etc.). The pipeline is intended to
serve as an automated tool for sports journalists to compile articles
with minimal delay upon game completion, as well as to provide
global accessibility to soccer game news for visually impaired fans.
In this paper, we present a part of our work in progress.

Why generate text summaries? Generating game summaries
in the form of continuous text is a comparatively efficient way of
distilling the information in comparison to its video counterpart.
As languages have expressive advantages, text summaries have
multiple applications, ranging from news article generation to social
media promotion, as well as increasing accessibility. Using simple
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Text to Speech (TTS) technologies, these summaries can also be
provided in audio format with minimal effort.

Why not use the game video directly? Computer vision tech-
niques can be used to generate summaries directly from videos
through deep video understanding. However, this is a difficult task
to accomplish in a single step, and requires systems with a deep
understanding of the relationships between different entities in the
video. Existing industry practices [4, 9] already create annotations
as part of their video production pipeline, which can be exploited
for the downstream task of creating game summaries. More light-
weight pieces of information such as game audio, metadata, and
captions are easier to process than video streams of larger size.

The contributions of this paper are as follows:
• We extend 3 existing soccer datasets, namely SoccerNet [18],
SportsSum [25], and K-SportsSum [61], with ground truth
summaries, game metadata, and translations, respectively.
We provide these publicly as open datasets1 in order to con-
tribute more resources to the research community for the
task of soccer game summarization. We also curate an in-
house dataset with a more detailed metadata template, which
is a work in progress.

• We design and implement an automated pipeline for gener-
ating soccer game summaries in text format using different
inputs such as audio commentary, metadata, and captions.

• We present preliminary insights from the comparative analy-
sis of various alternative methods within this pipeline using
different input modalities, and compare them against state-
of-the-art solutions using objective metrics.

• We provide a discussion of our results as well as open chal-
lenges in the field of text summarization within a profes-
sional sports context.

The rest of this paper is organized as follows. In Section 2, we
provide background information and an overview of related work.
In Section 3, we describe our proposed pipeline and various al-
ternative methods for game summarization in detail. In Section 4,
we elaborate on our dataset curation. In Section 5, we present our
proof-of-concept implementation and preliminary findings. In Sec-
tion 6, we discuss our initial results, potential applications and
open challenges, and derive insights about potential future work.
In Section 7, we conclude the paper.

2 BACKGROUND AND RELATEDWORK
2.1 Automated Soccer Video Production
State-of-the-art systems for soccer broadcasting and dissemination
do not include automated pipelines which can summarize entire
soccer games in a configurable and multimodal fashion. The process
is dominated by manual efforts, and the focus of automation has
overwhelmingly been on the generation of highlight clips through
event detection and clipping.

Event detection, also called action detection or action spotting,
has received significant attention in the past decade. The goal is to
automate the manual event tagging process for soccer videos while
maintaining accuracy and efficiency. However, most of the proposed
models are computationally expensive and/or relatively inaccurate.

1https://github.com/simula/soccer-summarization

Wang et al. [47, 62] proposed TSN, and C3D [55] explored 3D con-
volution for learning spatio-temporal features. Giancola et al. [19],
used ResNet-152 features and NetVLAD pooling to classify events
in soccer videos of one-minute length chunks. Rongved et al. [38]
showed that the fusion of visual and audio models improves the
performance of event detection in the broadcast pipeline.

The amount of work on event clipping is more limited. Koumaras
et al. [26] presented a shot detection algorithm, and Zawbaa et
al. [67] implemented a more tailored algorithm to handle cuts that
transitioned gradually over several frames. Zawbaa et al. [66] clas-
sified soccer video scenes as long, medium, close-up, and audi-
ence/out of field, and several papers presented good results regard-
ing scene classification [42, 64, 66]. As video clips can also contain
replays after an event, replay detection can help to filter out ir-
relevant replay events. Ren et al. [45] introduced the class labels
play, focus, replay, and breaks. Detecting replays in soccer games
using a logo-based approach was shown to be effective using a
Support Vector Machine (SVM) algorithm, but not as effective us-
ing an Artificial Neural Network (ANN) [66, 67]. Furthermore, it
was shown that audio may be an important modality for finding
good clipping points. Raventos et al. [43] used audio features to
give an importance score to video highlights, and Tjondronegoro et
al. [52] used audio for a summarization method, detecting whistle
sounds based on the frequency and pitch of the audio. Finally, some
work focused on learning spatio-temporal features using various
Machine Learning (ML) approaches [12, 48, 56], and Chen et al. [13]
used an entropy-based motion approach to address the problem
of video segmentation in sports events. Most recently, Valand et
al. [57, 58] exploited logo-transition and scene boundary detection
for event clipping using Convolutional Neural Networks (CNNs).

2.2 Video Summarization
Video summarization, also called video abstraction, most commonly
refers to the generation of video summaries from long videos. Sun
et al. [50] offer a pair-wise rating algorithm that learns from web
videos and ranks without limitations the highlights of video seg-
ments. LiveLight [69] scans and segments the incoming video using
a vocabulary. The findings indicate that a saliency-based motion
blur filter is the most effective. Li et al. [29] provide a generic frame-
work for sports video summarization and its application to soccer
footage. In the first category, keyframes are recovered by treating
each pitch as a significant event. For the latter, the broadcaster’s
audio is evaluated for interesting sections, which are then extracted
as keyframes. The framework is shown using a soccer application.
Due to the varying length of some games, like cricket, video sum-
maries are difficult to provide. Here, audio data is segmented into
brief frames, and the pitch of each frame is calculated to assess
the intensity of commentary and crowd applause. Using a deci-
sion tree and a set of event rules, boundary, six, wicket, and replay
events are classified. Recently, video summarization approaches
based on deep learning have been proposed. Outputs may include a
keyframe, many keyframes (static storyboards) [22, 30], or a shorter
video clip. Gong et al. [20] present a sequential Determinantal Point
Process (seqDPP) to describe films in a supervised way, determine
the matched frames whose visual distance is below a threshold, and
calculate their accuracy, recall, and F-score given two summaries.
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[37] presents unsupervised video-to-video summarization which is
customized by incorporating user feedback. Authors in [35] summa-
rize multiplayer 3D scene games based on game rules. Evaluations
of several types of video summaries are presented in [49].

2.3 Text Summarization
There are various works on the generation of text summaries using
Natural Language Generation (NLG) systems, in different contexts.

Journalism: In 2007, the Los Angeles Times established a blog
dedicated to reporting on murders that would include machine-
written text based on a simple template [65]. In 2014, the same
journal published the first earthquake-related article using Quake-
bot [40]. SumTime-Mousam [44] produced weather forecasts with
numerical weather prediction data. The system developed by Pla-
chouras et al. [41] could search for financial data using keywords
or natural language. For the query “India’s GDP 2010”, the system
locates the record containing India’s GDP in 2010 and delivers a text
response. An NLG template-based system generated news articles
in Finnish, Swedish, and English for the 2017 Finnish municipal
elections [28]. Using NLG technology, the BBC was able to upload
news articles for each of the United Kingdom’s 650 seats on the
evening of the 2019 general election [36].

Social media: Graph-based and rate-based methods are the most
commonly used for summarizing sports events. Nichols et al. [39]
were among the first to consider the possibility of using Twitter
for sports event summaries. Their technique is characterized by
detecting a sub-event occurrence when the Twitter stream rate
exceeds 90% of the previously observed rate. Sharifi et al. [46] used
a graph-based method to identify the most frequently occurring
terms in a sample of tweets. Then, the system chose a sentence
to summarize the incident based on the collection of words that
had been discovered. Chua and Asur [15] constructed two Twitter
event detection topic models that integrated the temporal aspect of
the tweets’ terms with the words themselves and picked a group
of tweets describing each observed event. Twitinfo [33] recognizes
sub-events based on specified keywords using a peak detection
algorithm and then gives a timeline-based event display. Kubo et
al. [27] addressed the issue of providing sports event summaries in
real-time by using Twitter users who are regarded as excellent re-
porters. The user scores are computed by awarding higher scores to
people that post more often during previously discovered subevents
inside the event. Hsieh et al. [24] presented a real-time method for
analysing soccer matches using their moving-threshold method
and the TF-IDF to find the most representative keywords for each
sub-event.

2.4 Soccer Game Summarization
In 2008, Chen and Mooney [14] presented a commentary system
that describes the events in a given match. It was trained using
human-commented games from the Robocup simulation league and
introduced three algorithms to generate commentaries for unseen
games. It used a probabilistic approach to understand what types
of events (e.g., passes or goals) are most likely to be reported on by
human commentators. In [31], based on the characteristics of live
webcast scripts, methods were developed for sentence extraction

and template generation from live webcast scripts. The system ex-
tracted significant events during the time period of the live webcast
and created a quick summary of the soccer games from the live
webcast scripts according to existing rules.

Van der Lee et al. [59] proposed PASS, a template-based data-to-
text system that produces two sports reports in Dutch for every
game, each with a distinct tone based on the reader’s team. The
input data is scrapped from online sources, such as the results of
past games and previous matches between the teams. The authors
contend that the algorithm generates text with a comparable level
of variance as GoalGetter [17]. When the scope of a game state is
widened or when non-event conversations become prominent on
commentaries, even the most advanced state monitoring algorithms
suffer. Zhang [68] simplified the formulation such that given the
paragraphs of comments on a game at various timestamps, the sys-
tem detects the occurrence of in-game events. This permits detailed
descriptions of states while avoiding the intricacies of several other
real-world contexts. K-SportsSum [61] introduced a knowledge-
enhanced summarizer that utilizes both live commentaries and the
knowledge of sports teams and player to generate sports news.

2.5 Takeaways
Existing soccer game summarization frameworks using Natural
Language Processing (NLP) approaches most commonly process
sampled frames in a video to identify the objects in the video, and
afterwards utilize NLP algorithms.

• The subtitles of sports videos, either readily available as
detailed captions or generated from the audio commen-
tary using Speech to Text (STT) systems, are not utilized.
The processing of such information, if accessible, and their
summarization using NLP algorithms present a potential
which we will exploit in this work.

• Similarly,metadata from soccer games, which are readily
available or can be generated using event detection systems,
are infrequently utilized in soccer game summarization.

• Auto-generated text summaries have the problem of being
agnostic of certain crucial aspects, particularly in length-
restricted scenarios. As a result, variable length text sum-
maries may not ideally describe the complete video to the
extent that it could have been conveyed with no length re-
strictions. In such cases,multimodal informationmust be
exploited as much as possible to prioritize the most relevant
highlights and generate optimal summaries within the text
limitations.

• Another shortcoming of existing approaches is the lack of
fully automated and end-to-end operation. Most works
employ manual efforts at one stage or another, and often can-
not generate full summaries directly from raw input without
human intervention.

In this work, we aim to create an end-to-end and fully automated
pipeline which can address the shortcomings listed above.

3 PROPOSED PIPELINE
Our proposed pipeline for generating text summaries from soccer
game multimedia is depicted in Figure 1. The pipeline uses 3 types
of inputs in 2 (3) modalities:
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Figure 1: Proposed pipeline for generating text summaries from soccer game multimedia.

• Game broadcast - audio (and video): The raw multimedia
stream from the broadcast production. It is possible to use
only the audio stream if separately available, instead of the
complete broadcast including audio and video streams.

• Game metadata - text: File(s) with event annotations, in-
dicating certain highlights from the game along with addi-
tional information (such as a timestamped goal event and
the name of the scoring player, or a free kick and the name
of the opposing player causing the awarding of the kick).
Such metadata is commonly generated by tagging centres in
commercial operation [4], or by research groups [34].

• Game captions - text: File(s) including timestamped entries
describing the actions happening on the game field. Unlike
metadata entries, these are full sentences in natural language
form. The scope of such input can be variable, ranging from
the basic listing of important game events (such as goals,
free kicks, etc., as can be found in the metadata) to more
elaborate explanations containing information on the con-
text of the particular game (such as the history of the home
and away teams, notes of the status in the particular league
or championship, etc.) as well.

3.1 Component Operations
Our proposed pipeline comprises 8 main modules.

3.1.1 Audio extraction. This module is for extracting an audio
stream from the video stream. We use ffmpeg [53], a popular soft-
ware framework for transcoding multimedia files including audio
and video. Popular video formats include MP4, MOV, AVI, FLV, and
MKV. It handles anything from the oldest and most esoteric formats
to the newest and most up-to-date ones. We set the audio bitrate
to 128k and the audio sampling frequency to 44100Hz. This partic-
ular configuration is used for being the default configuration for
Spleeter. The pre-trained audio separation model has been trained
with audios with a sampling frequency of 44100Hz.

3.1.2 Background/noise removal. This module is for de-noising the
extracted audio. As mentioned above, we use Deezer spleeter [23]
for this purpose. It will output separated vocals and accompaniment

files. The vocal audio file contains commentary audio with filtered
background noises. Note that any other industry standard noise
suppression mechanism can be used instead of Spleeter in this
module. Depending on the presence of commentary audio in the
video, noise suppression can be omitted (e.g., for videos where
commentary is not present and the audio intensity during the game
is the only aspect of interest).

3.1.3 Audio intensity log generation. This module records the audio
intensity, which will later be used to filter the temporally annotated
metadata or captions. The time information corresponding to a cer-
tain level of audio energy is used to pinpoint the exact timeframe in
the video and the extracted audio. A configurable number of audio
frames are analyzed to retrieve the intensity level. As rising audio
intensity levels generally follow important highlights (aftermath),
the selected set of frames mostly contain audio levels after the event
has occurred, with additional few frames from before the event also
included.

As part of our pipeline, we implement an easy-to-use dashboard
for understanding the correlation between audio intensity levels
and the events in the game video. Figure 2 presents a screenshot
from our audio intensity analysis dashboard, which plays the game
video along with indicators for the corresponding audio levels,
event annotations, and an ordered list of the top events in the game
during which the audio intensity was highest. The dashboard can be
used as a validator for the filtering step (Section 3.1.8). We provide
this tool as open-source software for the community.

3.1.4 Audio transcription using STT. In this module, the noise-free
audio commentary is processed by a speech recognition system
to convert the audio into text. Alternative third-party tools which
can be used for this purpose include Amazon Transcribe [2], Azure
Speech to Text [7], Google Speech to Text [6], and IBM Watson
Speech to Text [1]. System capabilities such as language support
make up an important aspect of generalizability (e.g., the transcrip-
tion of leagues from non-English speaking countries in Scandinavia,
such as the Norwegian Eliteserien or the Swedish Allsvenskan, was
not possible using some of the above alternatives), and also present
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Figure 2: Audio intensity dashboard.

a trade-off between scale and cost. In our current implementation,
we use IBM Watson in this module.

3.1.5 Metadata parsing. Different soccer datasets can include game
metadata in different formats and use different annotation styles.
For uniformity, metadata needs to be parsed and translated into
a standard format2. This module currently includes support for 3
different metadata input types (in-house dataset, SoccerNet, and
K-SportsSum), which can be translated into a common metadata
representation.

3.1.6 Template generation. In this module, templates as in Table 1
are applied to the metadata to generate static summaries. The in-
formation in the metadata is used to fill the placeholders in the
template. The templated are handcrafted for each possible key-
set value by analyzing the dataset. Table 1 also presents examples
of sentence generation using a naive template, for two different
datasets.

3.1.7 Natural language generation with transformers. Language
models such as transformers can be used to distil commentary
texts into the news. Self-attention, which is the building block
of transformers, being a costly operation, limits the total number
of words that can be fed to or can be expected as output from
the transformers. However, new models such as Longformers [10]
replace the standard self-attention operation by local windowed
attention with a task-motivated global attention strategy. Such
a mechanism for self-attention allows a large number of tokens
as the input, making it a good candidate for the summarization
of large input texts. Models with 16384 tokens as input and 1024
tokens as output have shown promising performance on multiple
downstream tasks, including summarization. The model can be
finetuned to generate news from long commentary texts.

3.1.8 Priority filtering using audio intensity. In this optional mod-
ule, prioritization rules are used to weigh candidate sentences or
particular events in the game that would be included in the sum-
mary. Audio intensity levels as identified by a previous module (see

2In cases where only game commentaries or captions are available (metadata not
available), trained language models can be used to construct metadata. Such a process
can help enrich the information available, as well as filter out irrelevant or unimportant
content. A fine-tuned GPT-3 [11] model is a good candidate for generating metadata
directly from machine-generated captions and human commentary. See Section 4.2

Section 3.1.3) are utilized. Such a prioritization helps the overall
pipeline create a maximally informative summary for a given set
of conditions, such as length constraints.

3.2 Alternative Summarization Methods
In this section, we describe alternative end-to-end summarization
methods which can be run using our pipeline. Table 2 presents an
overview of these methods, where two adopt naive approaches and
the third is our proposed approach.

3.2.1 Method 1: summary from game metadata using naive template.
We use the game metadata (examples in Listings 1 and 2) along
with a naive template as exemplified in Table 1 to generate text
summaries. A priority mechanism based on audio intensity can be
employed to explicitly filter important events.

3.2.2 Method 2: summary from game audio using naive STT tran-
scription. STT is employed for getting text transcripts of the human
commentary from the game audio. The scope of such texts is gen-
erally wider as the audio contains the conversation referring to
the history of the team or players, the status of the team in the
league, etc. A text-based filtering mechanism can be used to remove
redundant sentences, and an audio-based filtering mechanism can
be used to identify relevant lines of the transcribed text that are
deemed important, for inclusion in the summary.

3.2.3 Method 3: summary from game commentary using transformer
model. A transformer model is trained so that, for a given set of
time-stamped game commentary texts, it predicts the summary
of the game. The input and output limits of this method are con-
strained by the capabilities of the transformer model used.

4 DATASET CURATION
As there are no public datasets with all types of information, such
as raw game multimedia, captions, and event metadata as listed in
Section 3, available, we curate a number of new/extended datasets1.

4.1 SoccerNet
SoccerNet [18] consists of a total of 764 hours of 500 different
untrimmed broadcast soccer games annotated with three primary
event classes: goal, yellow/red card, and player substitution. The
event annotations are manually refined to one-second resolution
from the coarse data, which is automatically generated from event
reports. This dataset focuses on the localization of sparse events
within long game videos. SoccerNet-V2 extends the action classes
from 3 to 17 in order to support more advanced event spotting
from soccer videos. It also emphasizes temporal segmentation of
camera shots and retrieval of the replayed actions in the game.
The distribution of the number of occurrences of different types of
events per game in the SoccerNet dataset is shown in Figure 3, and
the metadata format for a sample event is given in Listing 1.

Ground truth generation: As the SoccerNet dataset is not tar-
geting the game summarization use case, there is no ground truth
available for this task. We scrapped news, commentary, lineup infor-
mation, and match statistics for games from multiple leagues from
BBC.com. The link for each game on BBC’s website was carefully
curated and only 278 games were found on BBC’s website. A web
crawler was used to extract the above-mentioned information from
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Dataset Metadata Format Interpretation Sample Sentence
HOST (’free_kick’, ’offending_player’,

’team’)
d[team][value] was awarded a free kick because of
d[offending_player][value].

Bodø/Glimt was awarded a free kick because
of Erling Haaland.

SoccerNet (’free_kick’, ’team’) d[team][value] was awarded a free kick. Bodø/Glimt was awarded a free kick.
HOST (’red_card’, ’player’, ’team’) d[player][value] from d[team][value] got a red card. Sondre Sørli from Bodø/Glimt got a red card.
SoccerNet (’red_card’, ’team’) d[player][value] got a red card. Bodø/Glimt got a red card.
HOST (’goal’, ’assist_by’, ’scorer’,

’shot_type’, ’team’)
d[scorer][value] scored a goal by d[shot_type][value]
shot for d[team][value] with assistance from
d[assist_by][value].

Sondre Sørli scored a goal by right-footed
shot for Bodø/Glimt with assistance from
Japhet Sery.

SoccerNet (’goal’, ’team’) d[team][value] scored a goal. Bodø/Glimt scored a goal.
HOST (’substitution’, ’player_in’,

’player_out’, ’team)
d[player_in][value] replaced d[player_out][value] in
d[team][value].

Patrick Berg replaced Sondre Sørli in
Bodø/Glimt.

SoccerNet (’substitution’, ’team) d[player_in][value] replaced one of its players. Bodø/Glimt replaced one of its players.
Table 1: Template for the generation of naive interpretations from metadata.

the web page. The scope of such scrapped news, although wider
and containing non-event conversations as well as information
irrelevant to that particular game, can be used for training end-to-
end systems. Cleaning methods, as well as relevant news selector
modules, can be employed to filter the most relevant sentences of
interest. We provide this SoccerNet extension as an open dataset.

Listing 1:Metadata for sample event from theAction Spotting
Task of SoccerNet-V2 dataset.
{
" gameTime " : " < h a l f Number> − <time > " ,
" l a b e l " : " < a c t i o n type > " ,
" p o s i t i o n " : " < t ime in ms> " ,
" team " : " <home / away / not a p p l i c a b l e > " ,
" v i s i b i l i t y " : " < v i s i b l e / not shown >"
}

Method Input Family Denoising Priority Filt.
1.1 M Naive

metadata
template

✗ ✗

1.2 M+A ✗ ✓

1.3 M+A ✓ ✓

2.1 A

Naive STT

✗ ✗

2.2 A ✓ ✗

2.3 A ✗ ✓

2.4 A ✓ ✓

3.1 C Transformer
model

✗ ✗

3.2 C+A ✗ ✓

3.3 C+A ✓ ✓

Table 2: Alternative methods for end-to-end game summa-
rization with/without denoising and audio-based priority
filtering (M: metadata, A: game audio, C: captions).

4.2 SportsSum
SportsSum [25] has a total of 5428 soccer game commentaries with
corresponding news scrapped from online sources in Chinese.

Translation:We translated all captions and summaries (news ar-
ticles) in the dataset from Chinese to English using Azure Cognitive
Services Translator [8].

Metadata extraction: The original SportsSum dataset includes
captions and ground truth summaries for each soccer game, but
not event metadata. We exploited the few-shot learning capabilities
of GPT-3 to fine-tune the Text-Davinci-001 model with just a few
examples, to directly output metadata containing the game events in
JSON format. The translated game commentaries of 2278 examples
were converted to metadata using the fine-tuned GPT-3 model.
These examples have commentary, extracted event metadata in each
of the commentary lines, and news, all in English. The remaining
3150 examples have translated commentary and news only. We also
performed high-level manual validation.We provide this SportsSum
extension as an open dataset.

4.3 K-SportsSum
K-SportsSum [61] dataset has 7854 sports game summaries together
with a large-scale knowledge corpus containing information on 523
sports teams and 14K+ sports players in Chinese. A strict manual
cleaning process to denoise news articles had been applied to im-
prove both the scale and the quality of the dataset by the original
authors.

Translation:We translated the detailed captions and game sum-
maries for the 7854 samples in the dataset from Chinese to English
using Google’s Cloud Translation. The captions are in plain English
sentences with corresponding timestamps as in the original dataset.
Since the metadata extraction has not been performed, the tem-
poral event information is not available. Additionally, 523 sports
team information items have also been translated into English. We
provide this K-SportsSum extension as an open dataset.

For our experiments, all the translated split-sets in the dataset
were combined and filtered such that the character length in the
corresponding summary (news article) was less than 2500. Such
7839 samples were again split 80%-20% for training and evaluation.

4.4 HOST (In-house)
This dataset currently consists of 15 complete soccer game videos
from the Norwegian Eliteserien, accompanied by a list of highlights
in the form of event annotations, for each game. The list of high-
lights includes annotations for events such as cards, substitutions,
shots, goals, etc., along with additional timing metadata. The distri-
bution of the number of occurrences of different types of events per
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Figure 3: The distribution of the number of occurrences of
different types of events per game in SoccerNet and HOST.

game in the HOST dataset is shown in Figure 3, and the metadata
format for a card event is given in Listing 2. The dataset is being
curated and will be extended further with more samples.

Listing 2: Metadata for card event from the HOST dataset.
{ ' < timestamp > ' ,

' { " team " : { " i d " : <team− id > ,
" type " : " team " ,
" v a l u e " : " < team−name > " } ,

" a c t i o n " : " < ye l l ow / red > ca rd " ,
" p l a y e r " : { " i d " : < p l aye r − id > ,

" type " : " p l a y e r " ,
" v a l u e " : " < p l aye r −name > " } } ' }

5 EXPERIMENTS
5.1 Metrics
Recall-Oriented Understudy for Gisting Evaluation (ROUGE) is a
collection of metrics and software packages to evaluate automated
summarization and machine translation software in NLP [16, 21].
It compares the computer-generated summaries to multiple refer-
ence summaries written by humans [32]. ROUGE’s core concept
is to count the amount of overlapping units, such as overlapped
n-grams, between candidate (or system) summaries and reference
summaries [63]. ROUGE has been proven to be effective in mea-
suring the quality of summaries and correlates well with human
judgments [51].

There are multiple ROUGE variants. ROUGE-1 (R1) relies on
the uni-gram distance between the candidate and reference sum-
maries. ROUGE-2 (R2) relies on the bi-gram distance between the
candidate and reference summaries. ROUGE-L (RL) evaluates the
candidate and reference summaries based on their longest common
subsequences.

5.2 Preliminary Results
We experiment with the end-to-end summarization methods de-
scribed in Section 3 using different datasets from Section 4, and
the ROUGE metrics as described in Section 5.1. As ground truth,

we use the game summaries we have scrapped from BBC.com for
SoccerNet, and the English translations we have generated from
the game summaries in Chinese for K-SportsSum. For method 3.1,
a Longformer model trained for multi-document summarization
tasks was finetuned for 10 epochs with the maximum output length
set to 1024 over 6 NVIDIA V100 GPUs with a per-device batch size
of 6. For the adam optimization with beta(initial decay rates) values
of 0.9 and 0.999, and epsilon value of 1e-8, the learning rate was
initiated at 5e-5 with linear learning rate schedular. The training
took 40 minutes to complete. Table 3 presents our preliminary re-
sults in terms of ROUGE-1, ROUGE-2, and ROUGE-L. We present
sample outputs in the Supplementary Material document.

Method Dataset ROUGE-1 ROUGE-2 ROUGE-L
1.1 SoccerNet 0.08 0.00 0.08
1.2 SoccerNet 0.13 0.01 0.09
2.1 SoccerNet 0.26 0.06 0.10
2.4 SoccerNet 0.29 0.04 0.11
3.1 K-SportsSum 0.52 0.27 0.31

Table 3: Preliminary results for methods 1.1, 1.2, 2.1, 2.4, and
3.1 in terms of ROUGE-1, ROUGE-2, and ROUGE-L metrics.

Our proposed method of using a Longformer (Method 3) demon-
strates the potential of using transformers for soccer game video
summarization. Although they are limited due to the use of fixed-
length input, new architectures are suitable for handling longer-
term dependencies in the text in both input and output, making
them suitable candidates for text summarization. As seen from
the results, these approaches can be superior to naive approaches
(Methods 1 and 2), since they are ML based methods able to adapt
to the input based on their training and configuration, instead of
producing static responses.

6 DISCUSSION
6.1 Comparison with the State of the Art
Our proposed pipeline is the first of its kind in terms of providing an
end-to-end automated game summarization functionality requiring
no manual intervention in intermediate steps. It is also the first
attempt to incorporate audio commentary, metadata, and caption
information to provide a comparative analysis. Overall, we see that
our approach is competitive with, if not better than, existing work
in this domain in terms of the objective ROUGE metric, end-to-end
completeness, and automated operation.

The PASS [59] framework heavily depends on advanced meta-
data and needs pre-specified templates. The authors essentially rely
on very detailed metadata as input and output a naive template-
based summarization (akin to Methods 1.2 and 1.3 presented in
Table 2). Our approach directly generates summaries from readily
available captions or the ones generated with simple templates
without the need for structured game and event details. This work
has no ROUGE score as their results are not compared with ground
truth summaries. Huang et al. [25] have scrapped online sites for
events only for their purpose, whereas we undertook web scrap-
ping for commonly used videos in the open SoccerNet dataset with
an additional news component for potential use in summarization
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tasks. SportsSum [25] has scrapped news but has not cleaned them.
We provide a more advanced version of SportsSum in English. In
K-SportsSum [61], the authors use Selector and Rewriter modules
for summarization. They select relevant captions and then rewrite
each of them to generate a summary. Our approach takes the in-
put of whole captions at one once and directly outputs summaries
without the need for a selector module. This work [61] has attained
a maximum ROUGE score of 0.48, which we are able to compete
with (see Table 3).

6.2 Potential Applications
The line of research presented in this paper has potential applica-
tions in various domains. For instance, sports companies who
most commonly employ manual pipelines for broadcast soccer pro-
duction can directly implement solutions such as our proposed
pipeline. Journalists can benefit from such systems as they can be
useful to rapidly generate variable-length game summaries cover-
ing important and interesting events, which can be used as news
reports on both online platforms fully dedicated to soccer games, as
well as sports sections of popular news sites. Systems like Reely [5]
and Automated Insights [3] which undertake automated content
creation can also benefit from automated game summarization,
to push updates to social media in real-time for sport clubs. Our
pipeline can also be directly useful to online game portals for
whom the game summaries can serve as their video descriptions.
As search engines are based on textual information on web content,
the text summary of game videos can be very useful in SEO and
for site indexing such that a search engine can directly point the
users from the natural language queries. Such efforts also relate to
information distillation to address information overload.

6.3 Open Challenges
In this section, we note the limitations and shortcomings of our
work, as well as the various open challenges in the domain of soccer
game summarization.

Lack of open datasets: As mentioned in Section 4, there are
no public soccer datasets which contain the different types of in-
formation we have introduced in this work, available in a uniform
fashion for the research community. To address this challenge, we
have extended a number of existing soccer datasets and started
curating our own dataset specifically for the summarization task,
but our efforts are far from being adequate on a community scale.

Integration of multiple modalities: The use of multimodal
information for the summarization task is still in its infancy. We
have used the game audio along with text data for filtering opera-
tions based on audio intensity, but more advanced approaches can
be investigated.

Heterogeneity in game metadata: Although metadata gener-
ation is part of many commercial broadcast pipelines, researchers
are still far from having access to such information through com-
mercial open datasets. In cases when game metadata is available, it
is mostly sparse and heterogeneous among datasets in terms of the
types of events available, event details, and reporting format. Stan-
dardization in this respect could help both the research community
and commercial stakeholders.

Multilingual operation: Multiple languages in game broad-
casts, as well as news articles, can be a problem for summarization
systems using out-of-the-box STT tools, as large-scale multilingual
support is not yet common. However, STT and translation systems
are evolving to handle a wide array of languages, giving hope that
future models will have multilingual understanding and genera-
tion capabilities accommodating inputs and outputs in multiple
languages.

Noise removal: Various types of noise are inherently present in
audio streams from sporting events. Prevailing noise removal mech-
anisms are not suitable for direct use in soccer games. More custom,
domain-adapted methods to remove noise effectively from soccer
game audio streams would be beneficial for further downstream
tasks like STT.

6.4 Future Work
First and foremost, we would like to continue our dataset curation
efforts, which also include the analysis, cleanup and validation of
the translations of multiple datasets. Generating metadata from
existing audio commentary or captions is an integral part of this
effort toward richer datasets. We would also like to explore hu-
man augmented vs. fully automated methods to clean the news
scraped from the internet, which usually has a large scope and
might contain information irrelevant to the game. Secondly, we
would like to study the effectiveness of using a noise-reduction sys-
tem before doing STT in more depth, in particular using our audio
intensity dashboard introduced in Section 3.1.3. More generally, an
ablation study could be performed to quantify the contribution of
each change made in the subsequent versions of methods. Thirdly,
we would like to investigate the performance of transformer mod-
els in more detail, by exploring the efficiency of using a selector
module to select relevant commentaries before feeding them to the
transformer model to limit input size, as well as mechanisms to
explicitly control the output of the text generator module. Last but
not least, we are working on establishing a user survey framework
to validate our pipeline outputs, as subjective studies are more in-
formative about the end-user experience than objective scores such
as ROUGE.

7 CONCLUSION
In this paper, we presented our work in progress on the automatic
summarization of soccer games in text format. Through the use of
a new end-to-end summarization pipeline, we explored alternative
ways for the generation of summaries based on raw game multime-
dia, as well as readily available game metadata and captions where
applicable, utilizing NLP and heuristics. We curated and extended
a variety of soccer datasets and provided our preliminary findings
from the comparative study of different summarization approaches
using various input modalities.We believe our work has contributed
to addressing the outstanding issues in multimodal summarization
in a sports context. Our open-source software, datasets, and pre-
liminary findings can hopefully be used for future research.
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