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Abstract

In this paper, we address the problem of predicting schizophrenia based
on a persons measured motor activity over time. A key challenge to
achieve this is how to extract features from the activity data that can effi-
ciently separate schizophrenia patients from healthy subjects. To achieve
this, we suggest to fit time dependent hidden Markov models with and
without integrated covariates and letting the estimated model parameters
represent our features. To further evaluate the efficiency of these features,
we suggest to use them as features in a classification method (logistic re-
gression) to separate schizophrenia patients from healthy subjects. The
results show that the estimated hidden Markov model parameters are
well-performing in predicting schizophrenia, and outperform features de-
rived from other methods in the literature in terms of goodness-of-fit and
classification performance.

Keywords— schizophrenia circadian rhythm motor activity time se-
ries classification hidden Markov model logistic regression

1 Introduction

Mental health is a fundamental component of health and essential to people’s
collective and individual ability to think, feel, and interact with one another’s.
The World Health Organization defines mental health as “a state of well-being
in which an individual realises his or her abilities, can cope with the normal
stresses of life, can work productively and can make a contribution to his or her
community” [IJ.

Schizophrenia is a severe mental illness characterised by temporary, funda-
mental disturbances of thinking, perception and experience with impairments
up to the loss of the reference to reality [2]. Affected persons exhibit patterns of
disturbances in the areas of attention, perception, thinking, ego function, drive,
affectivity and psychomotor function [3]. The symptoms of schizophrenia can
make it difficult to participate in everyday activities [4].

The diagnostic practice of schizophrenia largely depends on subjective tools,
like self-reports, clinical assessments and observations [5]. However, sensor



data collected from motor activity recordings could be an objective and reliable
method with a huge potential to either relieve or support existing subjectively
diagnostic methods [6]. Motor activity is commonly recorded with wrist-worn
piezoelectric accelerometers, measuring movements in the three-dimensional
space [7].

Sleep disturbances and related disruptions of the circadian rhythm is a com-
mon symptom of psychiatric disorders [8,[9]. The circadian rhythm synchronizes
humans to the diurnal rhythm of day and night, and cues a complex system of
recurring interlocked biological rhythms, like the sleep-wake rhythm, shorter
rest-activity patterns, regulation of hormone levels, as well as numerous other
internal processes [10]. In schizophrenia, sleep disturbance is a common symp-
tom of a disturbed and unsynchronized circadian system [I1]. In motor activity,
both diurnal fluctuations of the circadian system and social rhythm patterns are
recognized [12].

In this paper we address the problem of using motor activity records of
schizophrenic individuals and a control group to predict whether a subject has
been diagnosed with schizophrenia. A core challenge to obtain this is on how to
extract useful features from the activity data that are able to efficiently separate
schizophrenia patients from healthy controls, and have been addressed in several
studies [13 14} (15, [16} (17, 18].

An interesting family of methods to model motor activity when the activity
state of a subject is unobserved are hidden Markov models (HMMs). HMMs
have been applied in several studies [19, 20]. Huang et al. suggested the use of
time dependent HMMs with integrated covariates [21]. Carr et al. applied time-
dependent HMM with integrated covariates on activity time series to predict
the depression score of bipolar patients [22].

Extracting features from activity data that are able to efficiently separate
schizophrenia patients from healthy subjects is the core challenge addressed in
this paper. We suggest a two-step machine learning procedure. In the first step,
the circadian rhythm is modelled by two states, the resting state and the ac-
tive state, by using two time dependent HMMs with and without incorporated
covariates similar to the models in Huang et al. and Carr et al. In the second
step, the estimated parameters of the HMMSs are used as features in a classifica-
tion method (logistic regression) to predict schizophrenia. The extracted HMM
features’ ability to predict schizophrenia is further compared to other sets of
features suggested in the literature.

The modelling of the activity data in this paper is closely related to the
ones in Huang et al. and Carr et al. However, the novelty in this paper, lies
in the second step described above, using the estimated parameters as features
in a machine learning classification method. Time dependent HMM observes
the transition probabilities of the HMM over time. The fluctuations in the time
varying transition probabilities are assumed to give valuable information about
the difference between schizophrenic and non-schizophrenic persons. The second
HMM with incorporated covariates allows the integration of a covariate into the
time depending transition probabilities of an HMM.

This paper is an extension of our previously published conference paper



[23]. The conference paper applied a standard HMM, while in this paper we de-
velop two time dependent HMMs. The model parameters from the time depen-
dent HMM achieved better prediction performance than the standard HMM.
The time dependent HMM with integrated covariate structure did not per-
form as good as the time dependent HMM model, but we found its parameters
to be informative in explaining the difference between schizophrenic and non-
schizophrenic.

2 Related Work

Actigraphy is a method of analyzing human activity, applied to quantify ac-
tivity. The method is non-invasive and involves wearing some sort of portable
advice over a certain amount of time. The usage of actigraphy increased in
the research literature on sleep and circadian rhythm. It can be used as a di-
agnostic instrument in the assessment of sleep disorders and circadian rhythm
disorders [24]. Actigraphy can be useful in detecting sleep patterns, sleep disor-
ders or neurobehavioral disorders [25] [26]. However, although there is a certain
lack of sufficient studies on the relationship between circadian rhythms and
schizophrenia in motor activity data [27], it has been hypothesized that cir-
cadian disturbance is an essential feature of schizophrenia [I1]. Unlike in this
work, a great part of research focused on a combined quantitative and qual-
itative analysis of the sleep/wake pattern. Due to the additional qualitative
analysis, mostly basic quantitative methods are applied. Commonly the total
activity, the mean activity or the standard deviation of the daily and nightly ac-
tivity are measured. Afonso et al. [28] examined the difference between patients
with schizophrenia and a control group based on sleep patterns. They analysed
the motor activity, sleep and life quality of 68 subjects. Apiquian et al. [29] in-
vestigated on the impact of medical treatment on the pattern of motor activity
of 20 schizophrenic patients against 20 healthy controls. Docx et al. [30] study
the relationship between qualitative psychomotor performance levels and motor
activity in 49 schizophrenic patients. Robillard et al. [31] present a bigger study
on motor activity of 342 subjects with various mental disorders, like anxiety
disorder bipolar, disorder, unipolar depression and psychotic disorders. Kume
et al. [32] analyse the patterns of the circadian rhythm and cognition functions
of 35 schizophrenic patients.

Previous studies have successfully been able to discriminate between de-
pressed patients and controls when applying various machine learning tech-
niques [33]. Studies comparing the motor activity of schizophrenic patients to
mood disorder patients and healthy controls utilizing nonlinear mathematical
models have identified schizophrenia as a distinctive subtype in motor activity.
Schizophrenia is characterized by complexity and irregularity in activity pat-
terns [34] [35]. The activity patterns illustrate a distinct profile regarding the
distribution of active and inactive periods [36]. In addition, a recent systematic
review found schizophrenic patients to be associated with reduced mean motor
activity, irregular activity patterns and reduced quality of sleep [37].



However, there is research on the qualitative analysis of the circadian rhythm
only. Witting [38] introduced the intraday variance and the interday sta-
bility as characteristics of the wake/sleep patterns and to assess possible
alterations. Witting examined the motor activity of 12 Alzheimer’s disease pa-
tients and 19 controls. These characteristics have been used to determine the
prevalence of schizophrenia by [39]. Witting also introduced the measure of the
most active 10 hours (M10) and the least active 5 hours (L5). These measures
are applied by [40] in a study analyzing sleep/wake patterns of schizophrenic
patients. Similar approaches are applied when studying circadian function in
bipolar disorder, a topic substantially more studied than schizophrenia [41]. A
more complex approach has been introduced by Martin [42] which fits cosine
functions to the recorded activity of 28 older schizophrenic and 28 control par-
ticipants. The parameters of the cosine function give insight into the mental
state of a person. To gain a better understanding of the sleep/wake pattern,
HMDMSs can be used to extract these patterns. HMMSs have already been applied
for this purpose [43], 23] [44].

Boeker et al. [23] applied HMMs to describe the sleep/wake pattern as two
states. The HMM parameters are extracted and used as features for logistic
regression. Boeker et al. shows that the transition probabilities of an HMM, as
well as the mean and variance of a state, can be seen as competitive character-
istics to differentiate between a schizophrenia patients and healthy subjects.

3 Methodology

This work proposes to use estimated parameter values of HMM models as fea-
tures in a classification method (logistic regression). First, we apply HMMs
to model the motor activity patterns of individuals. A general introduction to
HMNMs is given in Section In this study, two time dependent HMMs with
and without integrated covariates are fitted to the motor activity data.

Secondly, the estimated model parameters of the HMMs are used as features
in a logistic regression classification method to identify schizophrenic patients
from healthy controls. The parameters are chosen to reflect a possible disruption
of the measured activity from the circadian rhythm. This disruption can be
interpreted as an indicator of schizophrenia. Further details are given in Section
The suggested HMM features are compared with features suggested in the
literature in terms of classification performance.

3.1 Standard HMM

An HMM describes a random process which fulfils the Markov property. The
Markov property states that the future is independent of the past, given the
present [45]. Let Z be a time-discrete stochastic process of random numbers
taking values of a finite set S. The finite set [S] will be referred to as the state
space, and the elements in S are referred to as states 4, j [46]. If the process is
in state ¢ at time n, it is noted as z,, = ¢. The conditional probability of being



in state j at time n + 1, given the information on all previous states, is equal
to the conditional probability of being in state j at time n + 1, 2,41 given only
the previous state z,, = i. The probabilistic dependence on the past states is
only connected to the future through the present state, i.e

P(zpnt1 = jlzn =1) = P(2n41 = Jl2n =4, 2n—1 = tn-1,...,20 = ig) Vi,j € bg |
1
The HMM extends the Markov process by differentiating between the ob-
served stochastic process and a latent stochastic process. The latent or hidden
stochastic process fulfils the Markov property [45] and can only be deduced from
the observable process. For observable random variable, z,,, is derived from a
latent variable z,. The standard HMM model is given as
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Especially, we see that the observations are conditionally independent given the
the latent Markov process.

The initial state has a special status since it does not have a previous state.
The initial state probability is given by The conditional probability P(X|Z)
is called the emission probability. The emission probability is a probability
distribution for each time step on [X] given the state [Z] pn) = P(X|z, = 1)
where the emission probabilities represent the probability that the observation
at time ¢ was generated by state i. In the case of a Gaussian HMM, the emis-
sion probability is Gaussian distributed. Therefore, the emission probability
can be described by the first two moments of the Gaussian distribution, mean
and variance. The factors P(z,|z,—1) represent the Markov chain and are the
probabilities to transmit from one state into another in consecutive time steps.
The transmission probabilities can be expressed in a matrix A = Depending
on the number of states k, the transition matrix becomes the size A € Ry,
The equation is given by

aij = P(zy = ilzn—1 = j) (3)

The transition probabilities express the likelihood of switching from state j to
state 4, for the next time step.

3.2 Time dependent HMM

Time dependent HMM refers to a family of HMMs where the transition proba-
bilities vary with time. This can for example be useful to model the circadian
rhythm. It is reasonable to assume that the probability to switch from a resting
state to an active state would increase in the morning hours. The probability
to switch into a resting state from an active state would increase during the
evening. The probability to stay in a given state, resting or active would stay
high during night or day, accordingly. The time dependent model is a Gaussian



Mixture Model with a diagonal covariance matrix, whose transition probabilities
are observed over time.

One approach to model the time dependency is to let a covariate be inte-
grated into the time dependent transition probabilities. For the problem consid-
ered in this paper, we suggest using trigonometric functions with a daily period
which makes sense from our visualizations of the data in Figure[l} We propose
to model the disturbance by considering the deviation between a cosine function
and the course of the transition probabilities. The covariate will be integrated
by link coeflicients. We assume that these link coeflicients are suitable to rep-
resent the deviation between cosine function and transition probabilities. In
Section [5| we present an interpretation of the link coefficients.

The time dependent transition probability matrix is denoted as

Afn) = {aoo(n) a01(n)] n

aip(n) aii(n)

Other than in Equation [3| where the matrix is stationary, each element of the
matrix states the probability to transit from state i to state j at time n.

3.3 Covariate Model

The time dependent HMM with incorporated covariate includes one further
model extension. The idea of incorporating a covariate follows the approach of
Banachewicz et al. [47]. The approach has been applied to motor activity time
series in [22] and [2I]. We follow these approaches of and propose to use the
parameters as classification features and present an interpretation of those in
this special case. The covariate is incorporated into the transition probabilities
through a link function. The multinomial logistic link function is described as

exp ( ?j+¢zljcn)

aij(”) :p<Zn = Z’|Zn71 :ja Cn) = Zm leXp( 0 +¢1C )
J= v 1

(5)

a;;(n) denotes the time dependent transition probability. C, is the covariate
that is supposed to be linked to the transition probabilities. The coefficients ¢?j
and qSllj are vectors of link coeflicients with which the covariate will be linked to
the transition probabilities. We apply a binomial logistic link function because
we model two hidden states - rest or active. For the case of two hidden states
m = 2, Equation [5| can be simplified to the binomial form, where

_ _&Xp (690 + 960Cn)
1+ exp (9o + ¢goCn)

(6)
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The covariate is a trigonometric function which approximates the course of
a healthy circadian cycle [21] 22| [48]. Based on the properties of the motor




activity data, in this paper, we suggest to use the sum of a sine and a cosine
function. The period of the function is fitted to one day, which is 1,440 minutes
long.

Cp = ¢° 4 ¢* |sin (

M

0. 2427r3vn) + cos (———

The equation contains the linkage coefficients ¢. @ is the offset of the func-
tion, while @ is the amplitude. The link coefficients are supposed to quantify
the disruption of the circadian rhythm. Our hypothesis states that the link
coeflicients are larger the more the actual course of the transition probabilities
deviates from the assumed healthy course. The magnitude of the linking coeffi-
cients indicates a systematic or non-systemic rhythm. Patients with schizophre-
nia have a less systematic circadian rhythm. In conclusion, schizophrenic per-
sons would have in magnitude greater link coefficients. The uncertainty among
subjects is quantified by the variance of the transition probabilities. The less
systematic circadian rhythm of schizophrenics, the larger the variance in the
observational layer is expected to be.

3.4 Baum-Welch Algorithm

The Baum-Welch algorithm approximately derives the maximum likelihood es-
timate of the model parameters of the HMM, and follows the structure and
idea of the Expectation-Maximization algorithm (EM) [49]. The EM is applied,
when the maximum likelihood estimate cannot be derived analytically. This is
the case, when the data is incomplete. The case of incomplete data is given
when the model includes unobserved variables, such as the latent layer of the
HMMs. The EM algorithm works in two steps. First, the probability for a
set of parameters [f] given an observed sequence X is derived. Secondly, this
probability is maximized for the parameter set §. The two steps are called
the expectation and maximization steps. The algorithm is not guaranteed to
converge, but proven efficient in practice.

The integration of the covariate is possible by extending the Baum-Welch al-
gorithm. Let p(X,z|0) represent the joint probability of the observed sequence
and a specific state sequence, given the model parameters §. The EM algo-
rithm aims to maximise its log transformed expectation with regards to the
model parameters. This joint probability can be written in terms of the model

parameters
N

p(X,z|f) = m, H Oz, 2,0z, (X) (9)
n=1

As the log transformation of equation @D is a sum of the parameter terms, each
term of the function can be maximized independently. The initial state proba-
bility [r]and the emission probabilities[b; can be optimized with the conventional

algorithm. The transition probabilities however are optimized separately.
Equation is maximised to determine the optimal transition probabilities
then given the linking coefficients of the covariate [21]. The vectors of the link



coefficients are numerically optimized in an additional step of the Baum-Welch
algorithm with the Newton—Raphson method. Since the number of link coeffi-
cients increases with the number of covariates integrated, only one covariate is
implemented.

N-1

Z 225 Vogp(Zn1 =i|Zn = §,Cp, Aij(n)) (10)
=1 i=0

Jj=0

3.5 Classification

In this article we suggest to use the estimated features from the models de-
scribed above as features in machine learning methods to distinguish patients
from controls. More specifically, we suggest to use a logistic regression classifier
with L1 regularization.Logistic regression is a statistical model that predicts
the likelihood of a binary dependent variable. It describes the linear relation-
ship between the binary dependent variable and various nominal, ordinal, or
real independent variables. Regularization is included in the classifier, since
this in general improves classification by avoiding overfitting. The suggested
L1 regularization results in a sparse and interpretable model. Especially inter-
pretability is important in this work, as we derive an interpretation of the link
coefficients from the regression coefficients. The L1 regularization is scaled by
the regularization rate [\] [\is the rate to which the regularization penalises the
complexity of the model. L1 regularization shrinks the regression coeflicient of
less important features to zero and provides the best combination of features.
This proved useful insight of which parameters of the HMMSs that are most
useful for the classification task. To achieve comparable results among differ-
ent models, we applied feature selection down to three features for each model.
Since the sample size of 54 patients and the control subjects is rather small, the
application of regularization is recommended [50, [51].

The performance of the HMM parameters is evaluated by comparing their
performance to a baseline classification. The baseline classification includes
well-known features from the literature, summarized in Table

For the time dependent HMM, the values of the estimated time dependent
transition probabilities and their variability over time are used as classification
features. This is summarized into the features - mean transition probabilities
over time and the respective variance over time. The following features are
considered.

(i) The mean value of the resting and active state

(ii) The variance of the resting and active state
(i) The variance of the transition probabilities over time
(iv) The mean transition probabilities over time

For the time dependent HMM with integrated covariate, the link coeffi-
cients of the covariate are used as classification features. Moreover, it includes



Features for Baseline Classification H Literature Source ‘

Mean activity & Standard Deviation 22], 211, B2, [B3],
21, B9, B4, [Ba,
[38], [43], [33]

Interdaily Stability(IS) & Intradaily Variability || [38], [21], [56], [57]

(v)

Least active 5 hours (L5) & Most active 10 hours || [21], [56]

(M10)

Root mean square successive differences || [34], [55]

(RMSSD|)

Autocorrelation coefficient [55]

Table 1: Overview of quantitative features of actigraphy time series found in
the literature.

the mean and variance of the resting and active states as well as the transi-
tion probabilities. As in the set of features above, the mean of the transition
probabilities over time approximates the transition probabilities. Overall, the
following features of the time dependent HMM are considered for the logistic
regression.

(i) The mean value of the resting and active state

)
(ii) The variance of the resting and active state
(iii) The mean transition probabilities over time
(iv) The link coefficients

Feature selection is applied to identify the three best performing features
within each feature group. We evaluate the model performance of different reg-
ularization rates[\ First, we reduce the number of features by L1-regularization.
The [N and the corresponding feature set that maximizes the Area under the Re-
ceiver Operating Characteristic Curve are selected. It is then ensured
that all feature sets contain only three features. Each feature in each set is
analyzed individually for its predictive performance and model fit. The feature
with the best performance is selected as the basis for step-wise regression. In
step-wise forward selection, one additional feature is included at a time until
each feature set contains three features. Classification prediction is evaluated
using cross-validation.

The significance of the single coeflicients is evaluated through their t-test
p-values. The model fit is evaluated through the pseudo R2?. The pseudo R? is
developed by [58] and is the quotient of the maximum likelihood estimator and
the LL-Null model. The pseudo R? denotes how much of the total variation in
the data can be explained by the model and standardization is applied before
each model is implemented.
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Figure 1: The figure illustrates the intensity of acceleration per minute over
time. The acceleration is referred to as activity.

The average activity over 24h, starting from 9 am to 8.59 am. The left side
represents the patients’ average activity over 24h and the right side for the
control group. The full data set is displayed.

The overall performance is assessed based on the pseudo R?, the signifi-
cance of single coefficients based on the p-values of the t-test and the Matthews

Correlation Coefficient (MCCJ).

4 Data Description & Analysis

The data set contains actigraphy data from 22 subjects diagnosed with schizophre-
nia and 32 healthy controls. The overall sample size of 54 subjects is rather small
whereas the sample size for each subjects is large with in average 18,320 obser-
vation points. L1 regularization prevents overfitting of the logistic regression
model for small sample sizes [51], [50].

The activity was measured by an actigraphy device called Actiwatch model
AW4 provided by Cambridge Neurotechnology Ltd, England. The device records
the intensity of its acceleration along the x, y, and z axes per minute. The record-
ing duration varied from subject to subject ranging from 9 to 20 days [54]. The
data set is publicly available via [59]. We refer to the recorded acceleration as
activity.

Figure [1] illustrates the average activity over 24h, from 9 am to 8.59 am
the next day for patients and the controls. The average activity of the control
group indicates a higher activity during the day and a lower activity during the
night. Moreover, the transition from the resting to the active period appears
to be more abrupt for the controls compared to the patient group. The patient
group reveals a more flat course of activity throughout the day. The distinction
between day and night is smaller. In general, activity is lower and the transition
from resting to the active period emerges smoother than in the control group.
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Figure 2: Visualisation of the covariate in Equation [§] for the individual opti-
mized link coefficients. The dashed blue lines show the control group, while
the orange lines represent patients. The average offset link coefficient is pre-
sented as a red line in both graphs. The optimal link coefficients are derived by
maximising Equation [I0]

5 Results

In Section [3] we introduced two time dependent HMMs. Figure [2] displays
the integrated trigonometric functions for each subject with their respective
optimal link coefficients. The blue dashed lines represent subjects from the
control group, while the orange lines show schizophrenic subjects. The red line
illustrates the average offset for each group. Figure [2| underlines our hypothesis
from Section[3.3]that the link coefficients are larger the more the actual course of
the transition probabilities deviates from the assumed healthy course. Indeed,
the orange patient’s covariates tend to have a larger amplitude and a higher
offset than the control group.

We use the HMM parameters as classification features and evaluate their
performance. The results of the classification are presented in Table 2} To get
a comprehensive assessment of the regression model performance, four different
metrics are applied. While the [MCC| and the [AUC] reflects the classification
performance, the pseudo R? presents the goodness-of-fit and the p-values show
the significance of single features. [MCC| was introduced by Matthews and is
a balanced metric for classification performance. The given dataset is slightly
unbalanced, thus the accuracy metrics would give us a biased picture of the
performance. The is calculated from the confusion matrix and ranges
from [—1,1] [60]. A equal to one means a perfect prediction in each
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class hence no false positive nor false negative. A equal to zero indicates
random guessing. If the [MCC]is equal to -1, the classifier would misclassify in
any case.

Model Features || Pseudo R? SE p-value of t-test |MCC| |AUC|
Literatue Mean 0.584 0.799 0.001 0.82 0.93
Feature Model IS 0.637 0.034

v 0.639 0.052

Varl 0.674 1.329 0.004 0.82 0.96
Standard HM Trans01 0.829 0.008
Trans10 0.541 0.098

Time Varl 0.740 5.861 0.006 0.91 0.97
dependent Trans01 3.553 0.029
Model Var(1 1.408 0.020

Model with Mean1 0.716 2.019 0.005 0.83 0.98
integrated Trans10 1.216 0.017
covariate Link inter. 1.043 0.262

Table 2: The overall comparison of the performance statistics between the best
performing feature sets of each model.

For comparison reasons, we calculated the random baseline for the classifi-
cation. Random guessing achieves an average precision of 0.45 and a [MCC]| of
0.11. Beating the random baseline can be seen as an important contribution
to mental health-related applications due to the fact that diagnosing a patient
with a mental health disease can be very difficult also for medical professionals.
Thus, anything better than random guessing can be useful. Additionally, we
added the results of the standard HMM parameters derived in the earlier study
by Boeker et al. [23] to Table

Feature selection identified three feature sets which contain the three best
features derived from the two HMMs and the literature. Feature selection of
the literature feature identified the intradaily variability, the overall mean and
root mean successive differences as best features. Feature selection of the time
dependent HMM parameters identified the variance of the active state, the
transition probability to change from the resting state into the active state and
the variance of the time dependent transition probability to change from the
resting state into the active state as best features. Finally, a feature selection
of the time dependent HMM with integrated covariate parameters identifies the
mean value of the active state, the transition probability for the change from
the active state to the resting state, and the intercept link coefficient as the
three best features.

According to the[MCC] the feature set of the time dependent [IMM] performs
best in classification. The classification includes the variance of the active state,
the transition probability from resting to being active, and the variability of the
same transition probability over time achieving a [MCC]| of 0.91. Features from
the HMM with integrated covariate achieved a [MCC]| of 0.83 and performed
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Figure 3: The figure shows the Receiver Operating Characteristic (ROC) Curve
of the regression models for the four identified feature sets. The ROC curve plots
the True Positive Rate against the False Positive Rate at different probability
thresholds.
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second-best within the comparison. The models including HMM parameters
score fairly similar [AUC]| but better then the literature feature model. Figure
illustrates the ROC curves of the four different regression models. The predictive
performance is slightly better than the features found in the literature and
the standard HMM parameters. The feature set of the time dependent [HMM]
provides the best fit to the data with a R? of 0.74, followed by the features of
the time dependent [HMM] with integrated covariate and the literature features.
When analysing the p-values we differentiate between a strong significance of p <
0.05 and a weak significance of p < 0.1. All features of the time dependent model
are found to be strongly statistically significant in explaining the difference
between schizophrenics and the control group. For the regression model which
includes the features of the [HMM]with integrated covariate two of the variables
are significant. The mean value of the active state and the transition probability
to change from active to resting are significant, whereas the first is strong and the
latter weak significant is. The regression model based on the literature feature
found Mean and [[S] to be strongly significant and [[V] to be weakly significant.
Overall, the features of the time dependent performs better than the
other feature sets regarding to all the comparison metrics. Moreover, the time
dependent extension of the HMM outperforms the standard HMM parameters
previously presented in [23] These results only account for the given data set
and the applied classification method of logistic regression.

We introduced various HMM parameters as classification features for pre-
dicting the presence of schizophrenia. The results of the logistic regression
models based on different HMM parameters have been evaluated.

We further investigate the classification performance of only the link coefhi-
cients. A new classification is performed without feature selection. The results
of the new logistic regression model is presented in Table To better under-
stand if the link coefficients have an impact on the classification, the regression
coefficients are interpreted.

According to Equation the link coefficients integrate a trigonometric
function into the time dependent transition probabilities. The coefficients for in-
tegration are an intercept and a covariate coefficient. These two link coefficients
can be interpreted as the vertical shift and the amplitude of the trigonometric
function. The vertical shift moves the trigonometric function in direction of the
y-axis. The amplitude measures the change of the trigonometric function during
a single period. The higher the amplitude, the higher the difference between
high and low of the trigonometric function.

Since the logistic regression is applied, the regression coefficients are inter-
preted differently than in ordinary regression. If the value of the coefficient
increases by one, the expected change in the log odd ratio changes by the coef-

ficient value
p

1—

In ( p) = o + Bix1 + Bz (11)

The coefficients in Table |3| are given as log odd ratio. Thus, the exponent has

to be calculated. If the vertical shift increases by one, so increase the likelihood
of being schizophrenic by 2.84 times. If the amplitude increases by one, so
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increase the likelihood of being schizophrenic by 0.27 times. This means that if
the vertical shift of the probability to stay active increases by one the likelihood
of being schizophrenic increases by 2.84 times. The more vertical shift is needed
to be integrated, the more likely it is that one is schizophrenic. The increase
of the amplitude of the probability to stay in state rest by one increases the
likelihood of being schizophrenic by 0.27 times. The bigger the magnitude of
the integration coefficient to increase the amplitude, the likelier it is that the
person is schizophrenic.

Hence, the link coefficients could indeed present the measurements of disrup-
tion of the circadian rhythm of schizophrenic persons. However, these results
need further investigation, as the link coefficients did not significantly contribute
to the classification results in Table 2

Feature Pseudo R? | coefficient || p-value of t-test |MCC| AUC
Link coef. 0.288 -1.31 0.003 0.306 | 0.77
Link inter. 1.05 0.008

Table 3: The performance statistics and coefficients of the logistic regression
model with the link coefficient of the intercept of the covariate and the coefficient
of the covariate.

In conclusion, the parameter estimates from the time dependent HMM with
integrated covariate are found to be informative in explaining the difference
between schizophrenic and non-schizophrenic persons. Even though, the pre-
dictive value of the link parameters is not comparable with the other model
parameters.

6 Discussion & Conclusion

The main aim of this work has been to improve the classification of schizophrenia
based on a subject’s motor activity. We introduce the approach of using HMM
parameters as classification features for logistic regression. A time dependent
HMM and a time-dependent HMM with integrated covariate are applied to
motor activity to identify a person’s rest and activity phases. We compare
three sets of features, features from time dependent HMM with and without
integrated covariate which both are compared with features from the literature.
Each classification model includes three features which have been identified by
feature selection. The HMM parameters performed better than using features
from the literature.

The results in Table [2 show that features of the time dependent HMM
achieved best in the classification comparison. The feature set which includes
the variability of the transition probability from resting achieves the best clas-
sification results. Moreover, the transition probability is significant. Hence, it
is concluded that the variability of the transition probability can be used as a
valid classification feature.
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The features of the HMM with integrated covariate performed overall better
than the baseline literature features. However, the results of the evaluation
procedure did not find the link coeflicients to be significant in explaining the
difference between schizophrenic and non-schizophrenic people. Nevertheless,
the link coefficients are further investigated. We state a potential interpretation
of these features in the context of a quantified circadian rhythm.

The introduced features have only been analyzed by logistic regression with
L1 regularization. L1 regularization is known for the fact that correlated vari-
ables are mutually exclusive by regulation. The presented approach allowed the
regularization of potentially excluded valuable feature variables, before evaluat-
ing them. Thus, for an overall conclusion on the significance and the predictive
value of the HMM parameters, each variable has to be analyzed independently.

The results are limited to the given data set and its small sample size, the
applied feature selection and the classification method used. The introduced ap-
proach needs to be further evaluated on other data sets and with other classifica-
tion methods. In future work, our presented approach of using model parameters
of time dependent HMM as classification variables to diagnose schizophrenia or
similar mental illnesses based on the motor activity should be challenged and
further explored using other data sets and classification methods.
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Abbreviations

S State space.

X Observable time-discrete stochastic process.

Z Time-discrete stochastic process of hidden states.

A The regularization rate of the L1 regularization.

oY Intercept link coefficient.

¢ Amplitude link coefficient.

m; Initial probability of state i.

0 Parameter set of a hidden Markov model.

a;; Transition probability to switch from state ¢ to state j.

b; Emission probability of state 1.
AUC Area under the Receiver Operating Characteristic Curve.
HMM hidden Markov Model.

IS Interdaily Stability.

IV Intradaily Variability.
MCC Matthews Correlation Coefficient.

RMSSD Root Mean Square of Successive Differences.
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