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Abstract—The World Health Organization’s (WHO)
coronavirus disease dashboard has recorded over 207 million
confirmed infections and over 4 million deaths. There has
been an increasing vulnerability in cybersecurity amongst
businesses, governments and individuals worldwide because the
COVID-19 pandemic has led to additional online activities.
Accordingly, many people have turned to online work whilst
the world is locked down. Thus, warnings have been issued
by cybersecurity agencies that the number of cyber threat
actors is increasing, and that they are improving in terms of
stealing money, personal information and intellectual property.
Opportunities for cybercrimes have increased, and COVID-19 is
an effective lure. New methods for adverse artificial intelligence
(AI)-empowered cyberattacks have been developed, or will be in
the near future, using various weaponisations of AI under the
COVID-19 umbrella. For this reason, this study reviewed and
summarised how and when the most recent cyberattack trends
can successfully exploit COVID-19 as a context for attack.
Additionally, a summary of the state of knowledge of adverse
AI is given, and its potential within the COVID-themed security
threats, including defenses, is discussed.

Index Terms—computer security, artificial intelligence, cyber-
attack, COVID-19

I. INTRODUCTION

Apart from having a collective unprecedented effect on
industry and society, the COVID-19 pandemic created a col-
lection of specific circumstances related to cyber crime that
have also affected society and business through spam emails
[1].]. There has been a spike in crime involving COVID-19,
impersonating legitimate businesses, offering suspicious links
for receiving money, such as one from MoneyGram or Western
Union, or requesting bitcoin payments for face masks [2]. We
should be aware of the misleading nature of some emails that
claim to be legitimate messages from suppliers. Heightened
anxiety induced by the pandemic has raised the likelihood
of successful cyberattacks, in which criminals work from all
angles, including running phone scams and scheduling fake
vaccination appointments [3].

Personal computers at home lack the same security features
as those in company networks. This study reviews the COVID-
19 pandemic from a cybercrime viewpoint and highlights the

number of cyberattacks the pandemic has facilitated inter-
nationally. According to the Federal Bureau of Investigation
(FBI), there was a large gap between the initial outbreak of the
pandemic and the first cyberattack associated with COVID-
19, gradually increasing to 4000 attacks daily (FBI) [4].
Ransomware attacks have become prolific as well, increasing
500 times since the start of the pandemic [5].

II. CYBERSECURITY ISSUE DURING THE
COVID-19 PANDEMIC

When COVID-19 spread globally, it also resulted in a major
secondary challenge to a technology-driven society. A series
of cyberattacks and cybercrime initiatives were observed,
some indiscriminate and several others targeted [6]. After the
outbreak, there have been reports of scams impersonating
public officials (e.g. WHO officials) and organisations (e.g.
supermarkets and airlines), attacking assistance platforms and
offering COVID-19 cures [7]. Such scams target a general
audience, as well as the millions of people who work from
home (WFH). WFH has presented threats and obstacles to
cyber security to a degree that businesses and people have
never experienced before.

Cybercriminals have used the aforementioned opportunity
to extend their attacks by using common trickery, often
preying on the increased tension, fear and insecurity that
people experience during the COVID-19 pandemic [8].
However, the shift to WFH has revealed the general level
of unpreparedness amongst software sellers, particularly
regarding the safety of their products [9]. Cyberattacks have
focused on critical infrastructures, such as health services.
The US Department of Homeland Security (DHS) released
a warning on 8 April 2020 on how cybercriminals exploit
the COVID-19 pandemic. [10]. The DHS advisory message
covered vulnerability problems, such as phishing, ransomware
and infiltration of messaging networks (e.g. Zoom and
Microsoft Teams). The following Zoom domains have been
targeted by cyber criminals:
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• www.zoomnow.net
• www.zoomus.top
• www.zoomus.net
• www.zoomus.org
• www.zoomus.cn
• www.zoomcallonline.com (possible malware)
• www.zoomroom.link (possible malware)

Nevertheless, several aspects of society have shifted online
with the wide adoption of digital technology, from shopping
and social networking to business, industry, and, sadly,
even crime. Latest estimates have shown that cybercrime is
increasing in frequency and severity, and forecast to cause six
trillion dollars in damage by 2021, given that conventional
crime has begun to shift online [11].
Cybercrime will continue because of its lucrative nature and
low risk level, as cybercriminals can initiate attacks from
anywhere globally [12]. Cybercrime, similar to conventional
crime, is represented in a criminal triangle, in which three
conditions must exist for cybercrime to occur: target, motive
and opportunity [13]. Certain criminology models, such as
routine activity theory (RAT) [14] and fraud triangle, use
similar elements to characterise crimes, with some replacing
victims with attackers, who would otherwise be viewed as
part of the opportunity [15]. Fig1, shows the RAT triangle.

Fig. 1. Fraud Triangle for RAT

Although current attacks have become considerably sophis-
ticated and targeted at victims based on the motive of the
attacker, such as financial benefit, spying, coercion or revenge,
opportunistic untargeted attacks remain relatively popular [16].
We define ‘opportunistic attacks’ as attacks that select victims
based on their vulnerability to attacks [17]. Opportunistic
attackers select victims that have specific vulnerabilities or
use hooks, typically in the form of social engineering, to
build such vulnerabilities. We define any method used to trick
victims into falling prey to attack as a hook. Hooks work

by taking advantage of distractions, time constraints, fear and
other human factors [18].

Immediately after the beginning of the COVID-19 pan-
demic, thousands of fake websites appeared calling for hu-
manitarian donations. People received scam emails demanding
personal details to obtain future pay-outs or relief effort
from the government. Different scams occurred alongside
numerous natural disasters, such as the earthquakes in Japan
and Ecuador in 2016 2016 [19], Hurricane Harvey in 2017
and bush fires in Australia in 2020 [20]. Notable accidents or
events that generated similar scams, include Michael Jackson’s
tragic death, which dominated globally on 25 June 2009.
Spam emails claiming to know the specifics of incidents
were circulated online a mere eight hours after his demise
[21]. Projections for 2021 are not encouraging, predicting
a further increase in security attacks that mostly involve
social engineering, sophisticated ransomware and phishing
campaigns [22]. Numerous users experienced scams, such as
extortion and phishing, and some compromised accounts that
had not changed passwords since the breach were used to send
phishing links via private message and InMail [23]. Given
the number of these scams and cyberattacks, similar attacks
that have been perpetrated during the ongoing COVID-19
pandemic are no longer unsurprising.

The pandemic has caused mass disruption globally, with
people needing to adjust their everyday lives to a new reality
that involves WFH, lack of social and physical activities
and fear of not being prepared. Such scenarios may con-
fuse numerous people and cause stress and anxiety, thereby
possibly increasing the likelihood of becoming victims of
attacks. The abrupt shift in working conditions has also
meant that businesses have had to improvise new operating
systems, making corporate assets potentially less secure than
ever for interoperability. After the beginning of the COVID-
19 pandemic, the number of scams and malware attacks has
increased significantly [24], with twice the number of phishing
attempts from Q4 2020, increasing by 14 percent from Q1
2021 see in Fig2.

Fig. 2. Phishing attacked increased between Q2 2020 to Q1 2021



Brute force attacks on the networks of the Microsoft Remote
Desktop Protocol (RDP) have also increased, signifying that
attempts are being made on technology and not just human
actors [25]. Evidently, attackers attempt to make the most
of the damage caused by the pandemic, particularly given
that cyberattacks continue. Consequently,several guidelines
and recommendations for defending against attacks have
also been published. Such guidelines are crucial in reversing
the increasing threat. To strengthen their foundation, a core
understanding of cyberattacks being launched firstly need to
be identified [26].

III. CURRENT CHALLENGE OF CYBERSECURITY ATTACKS

After reviewing and searching cybersecurity attacks from
the early COVID-19 to the present, we determined severl
types of cybersecurity attacks that have spread widely in this
period: spear-phishing and spam emails, malware, website
hijacking, website cloning, cyberbullying, and adverse
artificial intelligence (AI) attacks in COVID-19 as shown
in Fig3. The art of these threats comes from developing
a weaponised AI system to automate these attacks. The
weaponisation of AI means that attackers may use backdoor
poisoning, attacks transfer learning attack, BadNets and threat
model gradient-based poisoning.

Properly encrypted secured transmission of medical images
need appropriate methods to preserve patient privacy. The ob-
jective of this research is to encrypt COVID-19 pictures from
the compound tomography (CT) chest to cypher images for the
safe transmission of infected patients in the real world. Pseudo-
random generators may be used to produce a ‘keystream’ to
ensure high-level confidentiality of patient information. The
generating Blum Blum Shub (BBS) is a strong generator of
pseudo-random bit strings. In [27], the author describes a hack
version of BBS, specifically the Hash-BBS (HBBS) generator,
which uses a hash function to strengthen the integrity of
binary sections removed to create numerous key streams. The
NIST trial suite was utilised to evaluate and validate the
statistical characteristics of the resulting key bit strings of all
the operations performed. The bitstrings obtained exhibited
excellent randomisation characteristics, thus a standardised
dispersed binary sequence throughout the key length was
produced. Based on the key streams acquired, an encryption
method, including four COVID-19 CT-images, is suggested
and intended to provide considerable anonymity and integrity
in medical data transfer. A thorough performance study util-
ising various assessment measures was also performed.

During the pandemic, password ethics has rapidly
increased. In 2020, SpyCloud researchers retrieved over 4.6
billion records of personally identifiable information (PII)
and over 1.5 billion stolen login details from 854 data leak
sites. According to the company’s 2021 credential exposure
analysis, the number of available breach sources increased
by 33 percent over 2019, with an average breach size of
5,455,813 records in 2020. Researchers from SpyCloud

discovered that 60 percent of passwords were repeated across
numerous accounts, enabling hackers to attempt to take over
accounts.

A. Spear-phishing and spam emails

Numerous scams and phishing attacks are the most prevalent
and effective attacks during the pandemic. Phishing attacks
have a success rate of over 30 percent [28].It is particularly
concerning because attackers just require a low percentage
of clicks to generate revenue or accomplish other objectives.
Consequently, sending millions of emails to victims pleading
for financial assistance from the government, their employers,
banks and other sources will result in immediate and large re-
wards. Numerous phishing attacks (e.g. email, SMS and voice)
are launched against vulnerable individuals and systems, with
COVID-19 serving as bait [29].

B. Malware

Only a few months into the COVID-19 pandemic, fake
versions of virus contact tracing apps were observed [30], [31]
which contain malware, or attacked banking and finance apps.
Liu et al. systematically assess the pandemic’s effects on cy-
bersecurity through malware [32]. Their findings present mal-
ware data sets during the COVID-19 pandemic, which include
4,322 coronavirus-themed Android application package APK
samples from January 2020 to November 2020. We should
considerably focus on apps related to emerging social events
[33]. Shifu et al. propose innovative, protective detection
techniques based on adversarial generalisation disentanglers
to identify anti-Android malware integrated with a COVID-
19 app [34]. They successfully integrated their solution with
commercialised Dr. HIN products. Aslan and Yilmaz claim
that ML and AI is ineffective against new and complex
malware developed and used during the pandemic [35]. There-
fore, they propose hybrid, optimised and pre-trained network
models. Their classification model based on deep learning,
AlexNet and Resnet has shown promising results with a 96.5
percent success rate. AI-empowered malware organising its
lateral movements with machine learning technology has been
observed [36].

C. Browser hijacking

Given the COVID-19 pandemic and the necessity of using
the Internet for remote work, malicious content on the web
has become a global threat to web users. The reason is that its
prolific spread has made them vulnerable to all types of elec-
tronic attacks that can be implemented behind websites (see
Fig4). Al-Ajeej from the research park education continues to
pro- pose solutions to detect content that currently refers to
COVID-19. However, the use of AI tools in simplified ways
has provided considerable opportunity to attackers [36], [37],
enabling them to work and develop sophisticated offensive
tools, and programming them to use the latest AI methods to
delude users into thinking that fake websites are real to hijack
sensitive information.



Fig. 3. Adverse AI Attacks in Covid-19

One of the works developed by Khalil recommends a
Google Chrome plug-in extension called CovProtectWeb,
which detects previously unknown types of COVID-19-related
false news [38]. Another related study explored benign and
malicious domains using a data set of pandemic-related do-
mains [39]. They used AI tool called Domain Tool. Shannon’s
entropy was used for the feature extraction, and SVM, k-
nearest neighbors (KNN) algorithm and Naive Bayes were
used for classification [40]. Their accuracy rate was 99.2%
, with a sample size of 7849 domain name [41].

D. website cloning

As the pandemic continues, threat actors will attempt to take
advantage of individuals globally. Their most recent attempts
have included creating fraudulent websites that appear to be
connected with COVID-19 financial aid to steal passwords.
Numerous credential phishing website templates based on

Fig. 4. Phishing attacks



COVID-19 standard have been created, and they mimic the
products of multiple governments and trusted non-government
organisations (NGOs), including the World Health Organi-
zation (WHO), Centers for Disease Control and Prevention
(CDC), Internal Revenue Service (IRS) and the governments
of Canada, the UK, and France. Phishing-related attacks in-
creased by 530 percent between December 2020 and February
2021, and that phishing-related attacks against drugstores
and hospitals increased by 189 percent in the same period.
The malicious design intended to steal visitors’ login and
passwords are shown in in Fig5, purportedly to enable them to
obtain information on COVID-19 security protocols. The goal
is to steal people’s attention. Search engines may be directing
visitors to clones, which clone owners may monetise via
advertising networks, such as Google Ads, or they may alter
clones to mislead readers. However, attackers may duplicate
website using several technologies (e.g. HTTrack).

Fig. 5. WHO Credential Phishing Template Spoofed and cloning

E. Cases for adverse AI-enhanced attacks under the COVID-
19 theme

Five categories of AI-enhanced adverse attacks against
information security have been identified by the Swedish
Defence Research Institute [42]:

1) Reconnaisance: Intelligence collection, target profiling,
vulnerability detection, outcome prediction;

2) Access and penetration: Attack planning, phishing and
spear phishing, attack code generation, classifier manip-
ulation, password attacks, captcha attacks;

3) Internal reconnaisance and lateral movement: Network
and system mapping, network behaviour analysis, smart
lateral movements;

4) Command and control: Domain generation, self-learning
malware, swarm-based command and control of botnets,
natural language manipulations;

5) Exfiltration and sanitation: Slow low-key exfiltration of
data, discovery obfuscation;

Concerning their potential for enhancing COVID-19-themed
new threats, AI attacks’ potential for enhanced phishing at-
tacks, network reconnaisance and password attacks must be
stressed. Moreover, their potential to exfiltrate information on
network topologies and defence mechanisms in remote work
settings. AI-generated or AI-equipped malware camouflaging

with health-related COVID-19 themes, including fake contact
tracing, which is also a realistic threat to apps [30], [31], [43].

IV. DISCUSSION

Cybercrime events emerging from the COVID-19 pandemic
pose significant risks to the world’s security and economy,
making it important to consider their mechanisms, as well as
the scope and reach of those risks. In the literature, various
methods have been suggested to examine how these incidents
occur, ranging from formal concepts to structural approaches
analysing the existence of threats. Even under normal cir-
cumstances, cybercrimes, such as fraud, provide the highest
earnings with the slightest danger to perpetrators. Given that
an increasing number of people become unemployed, they
spend considerable time at home and on the Internet for
work and socialisation. Additionally, governments and other
enterprises have developed incentives to assist individuals
financially and attract or retain clients. According to the World
Economic Forum’s (WEF) study, hacking and phishing have
become the new norm, even after the viruses have been
eradicated. These frauds are considerably effective currently,
during the epidemic, because most susceptible people are
fearful and expecting emails, texts, phone calls and other forms
of communication from the authorities regarding COVID-19.
Given that cybercriminals gain awareness of the situation, it
will become much easier for them to create fake messages
or websites that appear to be from relevant and familiar
authorities, incorporating words that use the word ‘urgent’ to
capitalise on the widely felt fear associated with dealing with
an emergency and its requirements. Consequently, fraudsters
can improve the effectiveness of their phishing attempts. These
forms of attacks include internal and external updates, personal
gain and charity. According to a recent F-Secure study, spam
is one of the most common means for malware to spread.
Additionally, it discussed how attackers are leveraging the
epidemic to entice victims to click, most notably by disguising
the executable behind archive files such as.zip files. Note that
malicious actors may use legitimate information as bait to
convince users to take a risky action, such as clicking on a
link or opening an attachment. Before acting on an email, users
should investigate the sender and any links contained within.
Cyber thieves regularly utilise impersonation techniques, such
as posing as the WHO, United Nations (UN) or a well-known
corporation when they are WFH, Zoom, to trick users into
clicking on links or opening infected documents.

Nearly every country has been placed on lockdown as a
result of the epidemic. The industry has expressed concerns
over the shift to a new working model, in which workers
work from home, primarily using employer-secured home
systems. As a result of this mass quarantine, new concerns on
the resilience of technical solutions in most ecosystems have
surfaced, most notably on the resilience of present technology
within employers’ existing cyberinfrastructures. However, we
conclude a mitigating and preventing cyberattacks is a difficult
task. Although there are no peer-reviewed publications to
date on specific defenses against COVID-19-themed cyber-



attacks, we can still gain insight from consultancies and
commercial vendors on how such attacks can be controlled.
We investigated generic advice against such attacks by using
the Google search engine with the search terms COVID-
19, COVID themed cyberattacks, malware, countermeasure,
defense and control. The search results include Internet and
software security firms, large software platform vendors, and
consulting companies. Most of their blog-published-advice
focus on four areas of defense:

1) deployment of up-to-date malware scanners, recom-
mended by nearly all commercial actors;

2) use of anti-phishing tools that sanitize e-mail, filter
attack domains and prevent password loss, e.g as rec-
ommended by IBM [44] and Microsoft [45];

3) strengthen security culture in organizations, e.g. as rec-
ommended by KPMG [46];

4) focus on device mobility, mobile devices and home of-
fice situations with blended use of devices, as suggested
by McAffee [47].

Apart from this specific advice, attacks that use AI should be
observed well, and regular defenses deployed with specific
attention to mobile and home working, as descibed in the
following sections.

A. Defensive AI against cyberattacks

Researchers have classified cyberattacks in terms of harmful
acts performed at various attack stages, but the mechanism that
drives them remains unknown. Bayesian reasoning and regres-
sion analysis are examples of ML models, as are classifiers
(e.g. SVM) and prediction models (e.g. decision trees). ML
models include Bayesian reasoning and regression analysis.
ML has been combined with other automation approaches,
such as neural fuzzing in cybersecurity research for advertise
attack findings [48]. According to the National Institute of
Standards and Tech- nology, a neural network approach,
known as generative adversarial networks (GAN), has recently
been connected to deep fakes and false data duplication
[49].Two neural networks (i.e. generative and discriminative
networks) are used in GAN to replicate content features,
analyse those features and improve the realism of how the
machine represents those characteristics over time through a
training process.

By incorporating AI into the system’s development to
strengthen security controls, such as vulnerability assessment
and scanning, may help improve system robustness. Manual,
assisted or completely automated vulnerability assessment are
all options. Fully automated vulnerability assessment utilises
AI methods, resulting in significant cost savings and time
savings. Predictive models for vulnerability categorisation,
grouping and rating have been built using ML. Precision,
recall and f-score are amongst the assessment measures used
to evaluate performance. ML may be used to build risk-
analysis models that proactively identify and prioritise security
flaws, amongst other things. Automated AI in cybersecurity
has also been used to evaluate vulnerabilities, primarily in
the field of creating attack plans that can test the security of

underlying systems. Automated AI, such as modelling actual
adversary sequences of actions or concentrating on harmful
threats expressed in the form of attack graphs, is used to
simulate attackers’ real-time actions. According to [50], if
attack plans are produced by an AI system rather than by
human specialists, then there is a high chance of discovering
additional strategies. Another usage of AI for improving AI in
system resilience is code review [51]. Peer code review is a
popular best practice in software engineering in which source
code is manually evaluated by one or more of the code author’s
peers (reviewers). Using AI systems to automate the process
may save time whilst also allowing for numerous problems
to be identified than if they were done manually. For code
review assistance, many AI systems are being developed. For
example, the Amazon Web Services AI-powered code reviewer
from CodeGuru was made publicly accessible since June 2020.
Therefore, the use of AI to enhance system resilience has
tactical and strategic implications. It reduces the effects of
zero-day exploits. Zero-day attacks use vulnerabilities that
may be exploited by attackers as long as system providers
are unaware of them or there is no patch available to address
them. AI lowers the black market value of zero-day attacks
by lessening their effect.

Another usage of AI for improving AI in system resilience is
code review. Peer code review is a popular best practice in soft-
ware engineering in which source code is manually evaluated
by one or more of the code author’s peers (reviewers). Using
AI systems to automate the process may save time while also
allowing for a larger number of problems to be identified than
if they were done manually. For code review assistance, many
AI systems are being developed. The Amazon Web Services
AI-powered code reviewer from CodeGuru, for example, was
made publicly accessible since June 2020. As conclusion,The
use of AI to enhance system resilience has both tactical and
strategic implications. It does reduce the effect of zero-day
exploits. Zero-day attacks make use of vulnerabilities that may
be exploited by attackers as long as the system providers are
unaware of them or there is no patch available to address
them. AI lowers the black market value of zero-day attacks
by lessening their effect.

B. User Education

Security is only as strong as its weakest link. Numerous
security systems regard humans as the weakest link. Con-
sequently, boosting cybersecurity awareness amongst users
through regular training is crucial for minimising risks asso-
ciated with cyber-attacks on businesses. According to a recent
study, only 11 percent of firms provided cybersecurity training
to non-cyber security workers in the past year.

C. Virtual Private Network (VPN)

Virtual private network (VPN) is a secure communication
channel that encrypts data sent and received between two
Internet sites. Utilising a VPN to gain Internet access has
become the new standard.
VPN enables enterprises to extend their security requirements



to distant personnel by providing two forms of protection:
secrecy and integrity.

D. Enable multi-factor authentication

Multi-factor authentication (MFA) makes password guess-
ing and theft more difficult, such as brute force cyber-attacks.
Before employees can access companies’ internal network
from home, they must pro- vide her login and password,
as well as a one-time code sent to her cell phone to verify
their identity. However, MFA is no longer an option. As
more companies implement zero trust security procedures,
it has become a norm. Owing to remote and hybrid work
settings, which are primarily cloud-based, zero trust and MFA
are becoming common. Following the COVID-19 epidemic,
there were some signs early in the summer of 2021 that
companies may be able to return to a more normal manner
of doing things. With the availability of vaccinations, effort
is exerted to entice workers back to workplaces. Numerous
businesses were unprepared for all that happened. They lacked
the necessary infrastructure to accommodate remote workers.
There were no security measures, policies or processes in
place. IT departments were having difficulty keeping up. Now
that more strategies are in place, companies can focus on
key objectives and fine-tune their work-from-home processes.
Multi-factor authentication, or MFA, is a major component of
this.

E. Ensure all network-connected devices have up-to-date
anti- malware software

Cybercriminals use a range of malware to prey on the weak.
Given that millions of new viruses and strains are developed
annually, keeping anti-malware software updated regularly can
help reduce the risk of malware-related cyber-attacks.

F. Ensure all network-connected devices have up-to-date anti-
malware software

Cybercriminals employ a range of malware to prey on the
weak. Since millions of new viruses and strains are developed
each year, keeping anti-malware software updated regularly
can help reduce the risk of malware-related cyber-attacks.

G. Enable strong company online policy

Organisations have minimal or no time to prepare for WFH
situations. A solid and comprehensive WFH policy is neces-
sary to secure data and prevent cyber-attacks. Avoiding es-
sential business conversations in public, using only company-
approved video and audio conference lines, amongst others,are
instances of effective WFH practices. Policies should also
contain a robust and documented recovery strategy,and backup
method. Additionally, these plans should be evaluated regu-
larly. The reason is that recent research has indicated that 46
percent of businesses test their recovery and backup methods
only once a year or less.

H. Physical security of the home office

protection of home office equipment is crucial. Amongst
other tactics, ensure that work computers are not left unat-
tended, use a lock screen or lock the laptop and log off devices
after each use.

CONCLUSION

The COVID-19 pandemic has resulted in extraordinary
and special social and economic conditions that have been
leveraged by cybercriminals. This pandemic and the increased
cyberattack rate it triggered have had wider consequences that
extend beyond the targets of these attacks. Changes in work
habits and socialisation mean that people are now spending
more time onlin, and more work from home or mobile envi-
ronments with flexible arrangements, which opens for attacks.
Additionally, unemployment rates have also increased. That
is, an increasing number of people may turn to cybercrime
to support themselves. Numerous cyberattacks start with a
COVID-19-themed phishing campaign directing victims to
download a file or to access a URL to install malware or
to harvest access credentials. Mobile malware camouflaged
as COVID-apps is widely observed. Attacks are increasingly
using AI and machine learning to generate better phishing
messages, better phishing servers and less detectable malware.
Although there are some current studies on countermeasures,
current controls for COVID-19-themed attacks address classic
elements of cybersecurity: anti-phishing systems, malware
scanners, a security culture in organisations that covers rules
for mobile and home office working situations and a special
focus on mobile devices and mixed private/organisational
platforms. To date, the use of AI against adversaries has
been limited to the techniques used in malware detection,
network security and phishing prevention that pre-existed the
COVID- 19 pandemic. Hence, opportunities for improving
cybersecurity exist. In future research, specific weaponised AI
cyber kill chain frameworks for specific sectors and specific
attack themes will be produced.
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