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Abstract: When responding to allegations of child sexual, physical, and psychological abuse, Child
Protection Service (CPS) workers and police personnel need to elicit detailed and accurate accounts of
the abuse to assist in decision-making and prosecution. Current research emphasizes the importance
of the interviewer’s ability to follow empirically based guidelines. In doing so, it is essential to
implement economical and scientific training courses for interviewers. Due to recent advances in
artificial intelligence, we propose to generate a realistic and interactive child avatar, aiming to mimic
a child. Our ongoing research involves the integration and interaction of different components
with each other, including how to handle the language, auditory, emotional, and visual components
of the avatar. This paper presents three subjective studies that investigate and compare various
state-of-the-art methods for implementing multiple aspects of the child avatar. The first user study
evaluates the whole system and shows that the system is well received by the expert and highlights
the importance of its realism. The second user study investigates the emotional component and how
it can be integrated with video and audio, and the third user study investigates realism in the auditory
and visual components of the avatar created by different methods. The insights and feedback from
these studies have contributed to the refined and improved architecture of the child avatar system
which we present here.

Keywords: Child Protection Services (CPS); interview training; virtual child avatar; generative
pre-trained transformer 3 (GPT-3); generative adversarial networks (GANs)

1. Introduction

Child sexual abuse (CSA), violence, and neglect are major global public health issues
that have far-reaching immediate and long-term implications for the children involved,
as well as for society in general [1]. Child abuse represents a risk to the child’s existence
and development. Research proves that it has major consequences for the child, leading
to cognitive, behavioral, and social problems, as well as substance abuse, serious mental
health problems, and death [2]. CSA alone is identified by the World Health Organization
(WHO) as substantively contributing to the global burden of disease [3]. To investigate this
problem, child protective services (CPS) and law enforcement personnel must interview
the children concerned when planning responses to such abuse; the interviews thus play
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important roles in safeguarding children to promote their welfare and protect them from
harm [4]. Children are often interviewed as both victims and key witnesses to the abusive
incidents [5]. As there is often a lack of corroborative evidence in these cases, informative
interviews with child complainants play a crucial role in their investigation [6].

Most abused children do not have any physical signs of abuse [7]. This means that the
progress of the investigation depends upon the informativeness of the child‘s account of
the incident. Therefore, the interviewer’s ability to ask good questions that maximize the
quality and quantity of the information provided by the child is crucial. The investigative
interview is thus a vital component of a comprehensive child abuse investigation and
a prime opportunity for investigators to elicit accurate and detailed information from
alleged victims of child abuse [8]. A large body of research on children’s cognitive and
social development, supplemented by field studies on children’s ability to describe experi-
enced stressful and traumatic events, have identified best practices for how investigative
interviewing with maltreated children should be conducted [9]. These best-practice in-
vestigative interview guidelines provide interviewers with clear instructions regarding
how child witnesses should be questioned and supported in a non-suggestive way during
the interview to maximize the value of their testimony [10,11]. In particular, this includes
offering the children open-ended prompts while avoiding forced-choice and suggestive
questions because free recall questions encourage more accurate and longer responses
from children [12,13] (e.g., “What happened next?” where the child is provided with no
information that could influence their answers). Interviewers should also avoid suggestive
or leading questions (e.g., “the person touched your private part. Is it true?” or any other
question that might lead the child to tell a specific story). However, unfortunately most
interviewers do not adhere to such best-practice guidelines [14].

Powell et al. [15] found that interactive computer-based learning activities can improve
the effectiveness and productivity of investigative interviewers. Moreover, the area of
Artificial Intelligence in Education (AIE) facilitates the learning process and transfers
knowledge through humanoid robots or virtual avatars. In the same vein, there has been
significant progress in recent years towards synthesizing realistic digital humans, avatars,
characters, and agents [16]. The approach we intend to follow is to develop a realistic
child avatar that involves the integration and interaction of different components with
each other, including dialogue models, auditory, emotional and visual components of
the avatar. Our initial prototypes [17,18] demonstrated the potential of such an avatar,
and following the process of improving the interactive child avatar, we have employed
cutting-edge technologies to synthesize a realistic child avatar; for example, we have used
the RASA and GPT-3 for dialogues, the IBM Watson service for auditory, the GPT-3 and
BART for emotions, and GANs and Unity game engine for the visual appearance of the
avatar. In this paper, we systematically discuss the results obtained using these various
tools and techniques.

In addition, this article compares and contrasts various state-of-the-art ways of incor-
porating multiple characteristics of the child avatar in three user studies. The first user
study assessed the entire system and found that it was well received by experts who empha-
sized the importance of realism; the second user study looked at the emotional component
and how it could be integrated with video and audio features; and the third user study
looked at the realism in the auditory and visual components of the avatar created using
various methods. Based on the findings and user comments from these three investigations,
the paper describes the architecture of our child avatar system. In summary, the main
contributions of our work are:

• An investigation of the potential learning effects and user experience with the system.
• An investigation of the realism of the synthetic voices compared to natural voices.
• An examination of emotion extraction with different models based on children’s

answers in investigative interviews.
• An investigation of the realism of several methods for generating the appearance of

the talking avatar.
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• An investigation of the system architecture regarding the integration and interaction
of various system components.

The rest of the paper is organized as follows: Section 2 provides an overview of the
state-of-the-art with respect to different system components and highlights the importance
of the child avatar interview training system. Section 3 describes the system in overview
and discusses the material and methods used to develop various components of the system.
Section 4 evaluates the performance of various system components and discusses the results
of our three user studies conducted using the system components, and Section 5 discusses
the results and their limitations along with suggestions for future research. Finally, Section 6
concludes the paper and highlights the main findings.

2. Related Work

This section reviews related work on each of our research questions separately.

2.1. Investigative Interview Training

A number of training approaches have been developed to provide essential informa-
tion about how to conduct these interviews in compliance with best-practice guidelines.
One of the most prevalent methods of imparting knowledge to police officers and CPS
workers involves traditional classroom-based teaching. However, a large body of research
from all over the world of investigative interviewing of children [9] has shown that attempts
to improve the quality of investigative interviewing using such traditional classroom-based
instructions have not been productive [14]. Professionals tend not to follow recommended
questioning strategies. Instead, they tend to ask many risky option-posing and suggestive
questions rather than the open-ended questions that are preferred, resulting in unreliable
children’s reports about their experiences [19–22]. Following most training programs,
participants are required to participate in mock-interview activities involving an instruc-
tor/professional actor portraying an abused child, with feedback provided by a trainer.
Recently, the use of mechanical avatars in interviewer training have been shown to be
advantageous, especially when integrated with feedback [9,15,23–26]. By training inter-
viewers in the adoption of recommended best-practice interview strategies using a dynamic
avatar, including question types that encourage children to make the fullest possible use
of their cognitive and communicative abilities while avoiding strategies like suggestive
questions, has the potential to be beneficial. Conducting simulated interviews may be
particularly suitable for basic training, as well as practice and refresher training, which are
known to be especially important for the maintenance of skills. Using dynamic avatars in
training may be a very efficient way of acquiring and training practical skills. In addition,
AI-based interview training is less expensive, can be used over an extended period of time
and may be much more accessible to users than traditional in-person-training [15,27].

2.2. Emotions

Emotional intelligence is the ability to perceive, use, understand, and manage emo-
tions [28]. The level of emotional intelligence that an investigative interviewer portrays
influences the execution and performance of the emotional labor [29]. Which refers to
jobs where employees are expected to recognize emotions and act accordingly. These
jobs have guidelines and rules that need to be followed to ensure the quality of the work
completed [30]. The results of an investigative interview with an adult depend on how
officers handle the emotions of the interviewee. The outcome, the interviewees’ well being,
and therapeutic jurisprudence are all positively influenced if the interview is conducted
in an emotionally intelligent way [31]. Research addressing emotional intelligence in
child interviews is limited, but Albaek et al. [32] showed a need to address professionals’
emotional distress in child abuse cases in one qualitative meta-synthesis. To train CPS
workers and police officers to conduct investigative interviews effectively, it is important
that the training module emphasizes the right kind of emotionally expressive responses to
children’s emotions. By having the avatar express different emotions, just like real children
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would portray them, the interviewer can practice handling emotions in different scenarios
by, for example, offering non-suggestive emotional support when interviewing children.

Research shows that by classifying emotions through the identification of facial cues,
we can distinguish seven universal emotions [33–35]. These seven emotions are joy, sadness,
anger, disgust, contempt, fear, and surprise. These emotions can be expressed both verbally
as well as non-verbally. Katz and Hunter [36] and Karni-Visel et al. [37] classified non-
verbal emotions based on real-life interviews and discovered that non-verbal expressions
are 10 times more commonly expressed than verbal emotional expressions. However,
traumatized children may not show any emotion, either positive or negative [38]. This
phenomenon is called numbing. The paradoxical combination of expressing more non-
verbal emotions and numbing creates a difficult landscape for the talking child avatar.
Therefore, it is important to portray these emotions during the conversation with different
degrees of expression based on different child avatar personas. We must pay attention
to the extent to which the different personas express different emotions, as this can vary
considerably between children. The expression of the emotions will be noticeable in both
visual and auditory outputs with emotions, for example, changing facial expressions or the
pitch of the voice.

2.3. Chatbot

Typical applications of chatbots are found in call centers, e-commerce customer ser-
vices, and internet gaming. Chatbots in these sectors employ different machine learning
algorithms to conduct auditory or textual conversations with end users [39]. Chatbots that
mimic an allegedly abused child are much more complex to realize than simple question-
answering or even open-ended social chatbots [40]. Social chatbots have become more
realistic and advanced in the last few years. The goal of a social chatbot is to establish an
emotional connection with the person who is using it. A social chatbot is not the same
as an investigative training module, and it also must be able to recognize emotions and
track emotional changes during a conversation. Verbal or non-verbal emotions are an
important part of the conversation and can convey a lot of required information. However,
there are some implementations of chatbots that can converse with a certain emotional
component [41]. XiaoIce is a social chatbot developed by Microsoft [42] which detects the
sentiment reflected in the input before responding. However, identifying, understanding
and displaying emotions, and modeling the impact of emotions on the conversation qual-
ity are challenging tasks that we are currently addressing. In addition to the emotions
expressed in the conversation, there is a need to design and generate different personas
that have the ability not only to show emotions differently, but also to react to emotionally
charged conversations. Li et al. [43] showed how a neural-based approach can model the
different personas. Parametrization of emotions and personas into a chatbot could really
improve realism and immersiveness for the end-users, i.e., in our case, CPS trainees. There-
fore, this social chatbot aims to recognize emotions and present a consistent personality.
This personality would involve acting according to a given age, gender, language, speaking
style, attitude, level of knowledge, etc. We have started working on these individual aspects
of the chatbots, and we discuss them in the sections below.

2.4. Auditory

A conversation is a two-way flow of information. For a human to communicate with a
computer program using speech, one must find ways to translate between the textual and
auditory domains. This requires so-called speech-to-text (STT) and text-to-speech (TTS)
methods that work at low latencies to ensure a natural conversational flow. With the recent
advances in function of CNNs [44] and recurrent neural networks (RNNs) [45], STT meth-
ods are approaching human parity [46]. Benchmarks such as LibriSpeech [47] and the 2000
NIST Speaker Recognition Evaluation [48] have shown that current state-of-the-art deep
learning methods can recognize speech with very few mistakes [49,50]. As auditory speech
is more information-rich than pure text, we may also extract paralinguistic information
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such as emotions. Databases, such as IEMOCAP [51], can be used to train speech emotion
classifiers. Examples of such classifiers include CNN long short-term memory (LSTM) net-
works [52] and CNNs [53], which take audio and/or (log-mel) spectrograms as input. TTS
research has also developed considerably in recent years. Models such as Wavenet [54,55]
and Waveglow [55] have shown immense promise in using generative models to produce
very realistic speech from input transcripts. These methods are state-of-the-art and work
efficiently, which makes them apposite for the system presented here [56].

2.5. Visual

Due to the free access to large-scale datasets and the rapid development of deep learning
technologies, especially Generative Adversarial Network (GAN) [57] and its variants, un-
precedented successes have been achieved in the generation of realistic multimedia content.

Among the recent innovations in humanoid avatars, the Uneeq (https://digitalhumans.
com/, accessed on 24 May 2022) has designed a conversational AI system based on video
and audio components with natural voice and highly realistic facial expressions, and the
Soul Machines (https://www.soulmachines.com/, accessed on 24 May 2022) has developed
a digital brain that emulates human cognitive processes.

In the following, we provide a basic classification for understanding the differences
between various facial manipulation techniques regarding the amount of manipulation (as
shown in Figure 1). A brief explanation of each of them is given below.

  

Audio-driven Talking-head  

Face 

Manipulation 

Entire Face Synthesis / Unconditional Face 

Face Attributes Manipulation  

DeepFake / FaceSwap 

Talking-head Generation 

Video-driven Talking-head / 

Face Reenactment 

Figure 1. A comprehensive category of face manipulation techniques.

Entire Face Synthesis (or Unconditional Face Generation) means the production of
non-existent portrait images in the real world, e.g., PGGAN [58] and StyleGAN (https:
//thispersondoesnotexist.com/, accessed on 24 May 2022) [59] fall into this manipulation,
which generates ultra-realistic photos of humans who do not actually exist; even humans
have difficulty assessing their realism.

Face Attributes Manipulation consists of editing some attributes of a face such as
hair, skin color, eyeglasses, gender, and age as when using StarGAN [60]. Moreover,
FaceApp (https://www.faceapp.com/, accessed on 24 May 2022) has popularized facial
attribute editing as an application.

DeepFake (or FaceSwap) commonly replaces one person’s face in an image or video
with another person’s. In this respect, the combination of source videos results in a
fake video that shows an action or an event that never occurred in reality, for example,
creating fake news [61]. In the same way, a digital avatar has been developed to swap
faces in video chats (https://blog.siggraph.org/2021/01/ai-avatars-virtual-assistants-and-
deepfakes-a-real-time-look.html/, accessed on 24 May 2022). The DeepFaceLab (https:
//github.com/iperov/DeepFaceLab, accessed on 24 May 2022) [62] is also an open sourced
software package to build high fidelity face-swapping videos.

Talking-head Generation can synthesize precise lip synchronization, head pose mo-
tion, and natural facial expressions from a specific person by capturing one or more input
signals. Depending on the input data type, the existing approaches to talking-head gen-
eration can be divided into two broad categories: audio-driven and video-driven. Many
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audio-driven methods avoid straight mapping from audio to image, but instead first map
audio to an intermediate step like 2D facial landmarks [63–67] or 3D face shapes [68–72],
and then render photorealistic videos. Audio-driven talking-head generation is inher-
ently difficult because it generates hand and mouth movements based only on an audio
signal. Thus, some of the proposed works control the motions of a subject with one or
more additional videos as input categorized as video-driven methods (a.k.a face reenact-
ment) [73–78]. Similarly, Face2Face [73] enables real-time facial reenactment of a target
video sequence, i.e., animating the facial expressions of the target video using a source
actor and re-rendering the manipulated output video in a photorealistic fashion. Some
models also focus on training their model using a specific person [79,80]. Audio-driven
methods have received more attention in recent research because they aim to synthesize a
universal talking-head model for various subjects and applications.

2.6. Child Interview Training Avatars

Empowering Interviewer Training (EIT) [27] is an investigative interview training pro-
gram. Child responses are pre-defined in the system and responses are selected using a rule-
based algorithm. Based on the selected response, prerecorded videos of children showing
different emotions are chosen by a human operator and shown to the user. Pomedda et al.
conducted multiple studies using this system to analyze the training effects after having
multiple sessions of these mock interviews, the effects of feedback and reflection on improv-
ing the quality of the investigative interviews [24,81–83]. In Sweden, Linnæus university
and AvBIT Labs have also introduced an online interview training system. They also use
prerecorded audio responses and videos of a child avatar and human operator. the user is
shown an appropriate video response with suitable emotions controlled using Wirecast
software controls via the Skype interface [84,85]. Even though development and testing
of these systems have successfully transferred the investigative skills needed to interview
abused children, these systems are not dynamic in the response generation and have human
input during the response selection phase. This makes them rigid and harder to operate.

We propose an AI-driven training system that can dynamically respond to the ques-
tions and provide a higher realism during the training interviews. In addition, we propose
a system that would be completely independent of human input.

3. Materials and Methods

Figure 2 provides an overview of the entire architecture of the child investigative
interview avatar. Our proposed idea for the interaction flow between different system
components and the flow of data/information between them is well traceable in the
architecture. Yellow parts mark the language model, where GPT-3 is trained on real and
mock interviews, green parts are the emotional engine that extracts emotion from the
generated texts and provides the input to be applied in the avatar’s visual and auditory
output, blue parts are the auditory system, which uses IBM Watson API to convert the text
to audio and audio to text, and purple parts show the visual sections, where the generated
audio and visual aspects of the avatar are combined to create a talking face.

Although all of these modules can be developed in isolation, integrating all the
components would still be needed. This section discusses future research and the work in
progress for each component.
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Figure 2. System architecture. Green blocks denote the interactive parts, yellow blocks are language-
related, blue audio-related, and pink the parts of the system related to visualization.

3.1. Language

There are two sources of data, mock and real interviews, which will provide the train-
ing data for our chatbot. The Centre for Investigative Interviewing at Griffith University,
Australia [15] provided 1000 transcripts of the mock interviews conducted as part of their
investigative training for social workers, police officers and psychologists. In these mock
interviews, a trained actor mimics an allegedly abused child. Real-life child investigative
interviews will be added to the system at a later stage since we want to initially have a
more rigid and controllable version of the avatar.

The current chatbot was developed using Rasa (https://rasa.com/, accessed on 24 May
2022). It provides an open source framework to develop the automated solutions for text-
based conversations. The choice of RASA at this stage was motivated by the fact that
we lack enough data to develop a solution from scratch and aim to develop a prototype
for proof of concept. Additionally, with the small amount of data, RASA provides an
environment to control the flow of conversation. At the time of developing the first chatbot,
we had two hundred transcripts of well-conducted training interviews. The dataset we
created comprises conversations between a child aged 5–7 years and an interviewer. RASA
is powered by the TensorFlow [86] back-end framework. RASA has multiple modules
which employ different deep learning models to develop a complete dialogue model. Each
module takes in the training data in a module specific format. The NLU module employs
the Dual Intent and Entity Transformer (DIET) [87] for training to predict intent and entities
in the utterances jointly.

We extracted personas from the available transcripts by manually clustering them
based on scenario and chose one of them to develop our RASA chatbot. We aim to build a
chatbot that can show different personas and we are working with GPT-3 to achieve that.
We plan to use fine-tuned GPT-3 on our transcripts to allow us to capture the behavior of
children with different personas dynamically. We classify questions asked by interviewer
into 15 different categories and child responses as productive and non-productive. We
plan to use these data to develop deterministic models that can be employed for feedback
mechanism and regulating GPT-3 during the conversation to alter the behavior of the child
bot based on the type of question asked.

https://rasa.com/
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We conducted an interactive study that followed ITU-T Rec. P.809 [88] test paradigm
which suggests that participants should be evaluated using a specified method after they
interact with the system in a specific scenario. In this study, we invited participants from
CPS agencies who had some experience interviewing abused children [17]. They were
asked to interview the child avatar mimicking a six years old child allegedly sexually
abused. The goal of this study was to evaluate the user’s quality of experience and assess
the system’s capability to enhance the learning experience and the acquisition of knowledge
and skills for communicating with abused children.

3.2. Auditory

We tested different speech synthesis services to see which one sounded the most
childlike. We chose to use IBM Watson services for text-to-speech (https://www.ibm.
com/cloud/watson-text-to-speech, accessed on 24 May 2022) (TTS) and speech-to-text
(https://www.ibm.com/no-en/cloud/watson-speech-to-text, accessed on 24 May 2022)
(STT) synthesis because of the range of synthetic voices and in-built options for pace and
pitch adjustment. Watson TTS and STT are cloud service APIs that serve as communicative
bridges between language (back-end) and visual (front-end) components. The user commu-
nicates with the front-end verbally, with the question uttered by the user sent to the IBM
STT API to be transcribed with the response then forwarded to the back-end. The dialogue
model processes the user utterance at the back end and generates the appropriate response.
This response is then sent to the IBM TTS API, sending the audio response to the user at
the front end.

3.3. Emotions

Unfortunately, it is difficult to obtain audiovisual field interviews due to privacy
concerns. Therefore, the prediction of the emotions is purely based on written text rather
than a combination of both textual, audio, and visual input from transcripts of mock
interviews [15]. Due to the lack of annotated data, we started our experiments with a
pre-trained transformer model for sequence classification. From the HuggingFace library
(https://huggingface.co/, accessed on 24 May 2022) we used the zero-shot classification
pipeline in combination with the BART large model. The BART large model [89] is an
autoencoder for pretraining sequence-to-sequence models. This model is made specifically
for GLUE tasks [90], with sentiment classification as a sub-task. We present the model with
our set of labels. The model then returns the class labels with their corresponding proba-
bilities. We also experimented with the use of GPT-3 [91] and with different approaches
to predict and choose the correct sentiment from the seven options. The emotions were
predicted using only one sentence, the whole story up until the current sentence, and using
a sliding window with and without a threshold to restart the window. The window size
experiments varied with window sizes of 3, 5, 7, 10, and 15. If a threshold is set and the
single sentence prediction has a higher probability than a certain threshold, it restarts the
window. The choice for including such a threshold was made to be able to recognize the
potential for sudden significant changes in emotions. If a child, for example, starts telling
about how they started crying, the sentiment turns very sad very quickly, and the context
is thus of less influence.

We commenced using the before-mentioned seven universal emotions. However, we
also performed the same experiments using only the four basic emotions of joy, sadness,
anger, and fear [92] instead of the seven. The reason to change the subclass of emotions
from four to seven was due to the low Intraclass Correlation Coefficient score on the seven
dimension experiments, as it only scored 0.537 on average measures.

The importance of the emotion classification part becomes cognizable when it is
integrated into the complete system. It plays an integral part in the visual and audio output
by altering the output based on the specified emotion. We created an emotion pipeline that
predicts both the emotional valence of the interviewer’s input and the chatbot’s output.
Due to the closed-off RASA environment, it is not possible to directly classify the bot’s

https://www.ibm.com/cloud/watson-text-to-speech
https://www.ibm.com/cloud/watson-text-to-speech
https://www.ibm.com/no-en/cloud/watson-speech-to-text
https://huggingface.co/
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responses in the environment. However, it is possible to classify the input in the RASA
environment. Using the requests package (https://github.com/psf/requests, accessed on
24 May 2022) in Python connected to the localhost address where the RASA bot is running,
we are able to receive and classify both the human input as well as the RASA output. This
is necessary because classifying the RASA response is of great importance for our system.
The emotion pipeline receives these texts as input and then provides the input for the audio
and visual part.

3.4. Visual

Our early efforts are dedicated to research and proof-of-concept development. To dis-
cover the right approach to generate a visual child avatar, we went through a trial-and-error
procedure that involved three prototypes: Faceswap, Unity Multipurpose Avatar (UMA)
and Talking-head Generation. The following is a description of each.

In the first prototype, we narrowed the scope to a system that can lip-synch a spec-
ified audio stream by manipulating a video or image of a person. Similarly, we chose
Faceswap [93], which allows us to swap two people’s faces, an open source deepfake soft-
ware, that is based on two autoencoders with a shared encoder in which the encoder learns
the common features of the source and the target faces, while the two decoders learn to
generate the source and target faces. The method requires a full video and many images of
the face to be transferred and each new face requires a separate neural network. In the second
approach, the child avatars were developed using the open source project Unity Multipur-
pose Avatar (UMA) (https://github.com/umasteeringgroup/UMA, accessed on 24 May
2022) system. We customized the characters by merging meshes and textures, and the audios
were synchronized with the avatar. Using the Unity game engine asset SALSA LipSync
Suite (https://assetstore.unity.com/packages/tools/animation/salsa-lipsync-suite-148442,
accessed on 24 May 2022), we generated eye, head, and mouth movements in sync with audio.

After reading a number of publications [94–96], we turned to audio-to-video transla-
tion methods using GANs for realistic avatar synthesis which were popularized when used
to generate a fake video of Obama (https://www.youtube.com/watch?v=cQ54GDm1eL0,
accessed on 24 May 2022) [63,97]. Following an examination of the two approaches of
ObamaNet [97] and the method proposed by Suwajanakorn et al. [63] in our previous
work [98], we experimented with the ICface [74], a lightweight model for face animators
that is driven by human interpretable control signals. This method belongs to video-driven
talking-head generation (a.k.a., face reenactment) because it uses another video as input to
regulate expression, pose, mouth, eye, and eyebrows movements.

We next used two contemporary state-of-the-art procedures to obtain more results
after collecting the necessary understanding regarding talking-head methods, including:
PC-AVS [75] and MakeItTalk [65]. The same general approach was adopted for all methods:
an audio stream generated by IBM Watson TTS was given to the network as input to
synthesize lip-synced videos.

MakeItTalk was trained on the VoxCeleb2 [99] dataset, which contains video segments
from a variety of speakers and can synthesis expressive talking-head videos with an audio
stream and a portrait face image as the only inputs. It also generalizes well to unseen facial
images. MakeItTalk presents a self-attention based LSTM able to disentangle content and
style in audio and lead to the generation of a speaker-aware talking-head. PC-AVS takes a
single facial image as an input and generates a talking-head whose poses are controlled
by the pose on another source video. The method implicitly devises a posture code that is
free of mouth shape or identification, then modularizes audio-visual representations into
spaces for audio content, head movement, and identity without relying on any intermediate
information such as landmarks and 3D face shapes.

We conducted a user study to assess the two promising Unity game engine and
talking-head techniques. The findings are briefly addressed in the next section.

https://github.com/psf/requests
https://github.com/umasteeringgroup/UMA
https://assetstore.unity.com/packages/tools/animation/salsa-lipsync-suite-148442
https://www.youtube.com/watch?v=cQ54GDm1eL0
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4. Results

Eventually, users learning to conduct expert investigative interviews will use the
talking child avatars directly. Therefore, subjective evaluation of humans is an essential step.
In this section, the extracted results are described for each language, auditory, emotional,
and visual components.

4.1. Language

The first interactive study involved expert users interacting with a six-years-old
sexually abused child to validate our first prototype as a proof of concept for the proposed
training system for investigative interviewer training. The core of the system used RASA
as the dialogue model. Results of this user study showed that it was well received by
the CPS workers. 72% opined that it could help them obtain knowledge and skills for
communicating with abused children and 81% stated that it could improve their self-efficacy.
The current chatbot was developed specifically to practice an investigative interviewing
methodology following best-practice guidelines and inspired by the research on interview
methodology conducted by researchers at the US National Institute of Child Health and
Human Development (NICHD) [11]. Although the dialogue model can answer questions
about the child‘s life that might not be relevant to the alleged incident it is still not capable
of having a generic conversation with the child. It is hard to model small talk with RASA,
as it leads to many intent definitions that negatively affect the performance of the intent
classification model. We believe we can deal with the shortcomings of RASA chatbot using
GPT-3 to keep the story coherent while also being able to answer generic small talk. RASA
provided more control over how we wanted the conversation to proceed, but it is not a
scalable solution.

4.2. Auditory

The user study had synthetic voices generated by IBM Watson TTS and recorded
voices of natural speech, each of them for two different genders, as test conditions. This
section investigated whether computer-generated voices can be as realistic as human voices
and the appropriateness of the voices associated with each character. Figure 3 shows the
results of the user study that compared the voices generated by a computer and by a human.
A factorial ANOVA compared animated and GAN-generated avatars, where each had both
synthetic and natural voices. The factorial ANOVA shows no significant main effect of type
of voices (F(1, 35) = 1.39, p = 0.24), meaning that the computer generated voices were
rated equivalent to human voices and there was no significant difference between them.

Figure 3. A comparison between natural and synthetic voices in animated unity-based and GAN-
based avatars.
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4.3. Emotions

As explained in Section 3, we started with both GPT-3 and BART predicting one
sentence at a time. Comparing this with the results of a user study yielded promising
results. However, these results do not always make sense in a larger context. Take the
sentence “I was on the playground” as an example. This sentence is innocent and suggests
enjoyment when viewed on its own, but it may no longer have that positive connotation
in the context of abuse. The single-sentence prediction misses the importance of context.
The opposite occurs when predicting the emotion based on the whole story. At some point,
the model is not able to pick up subtle emotional changes since there is too much context.
Thus, the single-sentence prediction is less complicated but not accurate since it misses
important context. By contrast, the whole story has too much context, resulting in results
that are not accurate either. The sliding window appeared to offer the perfect solution to
this problem. Using a window consisting of between 3 and 7 sentences was expected to
be ideal. However, the threshold did not work as expected. The hypothesis was that it
would help spot sudden substantial emotional changes in the story, for example, if a child
started crying. However, a restart of the window often occurred with sentences classified
as enjoyment. Consequently, the model predictions got worse due to the implementation
of the threshold.

It is challenging for humans to reach a consensus when classifying data excerpts with
seven emotions as the options. There was unanimous agreement about only one of the
twenty-one questions, that one being a single sentence excerpt. Although there was a clear
winner for eleven questions, the Intraclass Correlation Coefficient (ICC) based on average
measures was low on seven dimensions, scoring only 0.537 on average. The ICC describes
how strongly elements in the same group resemble each other. An ICC between 0.40 and
0.59 is a moderate score. However, it is preferable to have an ICC score of at least 0.75 [100].
When we reduced the number of emotions to four, the participants were better at agreeing
on the best fitting class. Reducing the number of categories resulted in more clear winners
than before. The ICC also increased from 0.537 to 0.788: it was significantly higher with
four dimensions than with seven.

A comparison between GPT-3 and BART was based on human annotations from a
survey of 21 participants. 52.4% of the participants identified as female and 47.6% as male.
Most of the participants were between the age of 26 and 35, but people between 18 and 25,
36 and 45, and 56 and 65 years also participated. The survey included eight single-sentence
excerpts and 12 excerpts for each window size. The window sizes that we used were 3, 5,
and 7.

The results showed that BART could predict more single sentences correctly, whereas
GPT-3 was better at predicting sentences in context. One of the sentences in the user study
was “We watched a movie and then we got some ice cream and then we went to bed.”.
The human consensus, the GPT-3 model, and BART, classified this as enjoyment. It becomes
more difficult to classify sentences such as “It really hurt”, which BART and the human
participants classified as sadness, while GPT-3 considered it to be anger.

Sometimes both the models and the user study results were in agreement. This
happened for the excerpt shown in Figure 4. It was unanimously considered to belong to
the class fear.

However, there are also instances where both models made different classifications
than human participants. This happened with the conversation shown in Figure 5. Both
models only saw the responses that the child gave us and thus, classified this excerpt
as enjoyment, whereas the participants saw the whole conversation and classified it as
fear instead.

There is not always a reason why one or both models are wrong. Sometimes, it is a
matter of interpretation. As mentioned above, GPT-3 is better when the context is involved,
as was also the case in Figure 6, where both models predicted a different emotion based on
the text given to them.
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Figure 4. Excerpt from the user study with window size 5 where both models are in agreement with
the human opinion.

Figure 5. Excerpt from the user study with window size 3 for which both models were not in
agreement with the human raters.

Figure 6. Excerpt from the user study with window size 5 for which both GPT-3 and the human
raters agreed that this should be classified as fear, while the BART model classified its as anger.

4.4. Visual

Here, we report on the findings and lessons learned using the tools introduced in
Section 3.4. First, we investigated the deepfake models and why they are unsuitable for
creating realistic avatars. Then, using a subjective study, we evaluated the realism of the
talking-head techniques and avatars created by the game engine as the solution to be
integrated into the child avatar system.

Faceswap [93] is the leading free and open source multi-platform Deepfakes software
that uses computer graphics and visualization techniques. Faceswap is used to swap the
faces of two people. According to the results of published research [98], when a man’s
visage is used on a child, Faceswap does not produce a realistic outcome. Although two
people who are very similar in appearance could create a better result, we cannot rely on
close likeness for our use case. As a result, Faceswap appears not to be suitable for creating
a realistic-looking avatar.
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ICface [74] can transfer the expressions from a driving video to a source face image
(as shown in Figure 7) video-driven talking-head (refer to Section 2.5). Although ICface
can be applied to arbitrary face images, the results are not as visually plausible. Moreover,
manipulating expressions in images using human interpretable control signals such as
head movement angles and Action Units (AUs) is tedious, time consuming, and causes
repetitive facial expressions. Therefore, this method is not efficient enough to employ to
generate a realistic avatar.

Figure 7. Given an arbitrary source face image generated by styleGAN [59,101] and a driving video,
ICface [74] has generated the talking-head of a child.

We investigated the efficacy of the two approaches to talking-head generation using
GANs and Unity game engine-based generation by conducting a crowdsourced user study.
In both cases the audio stream used as input was obtained from IBM Watson (Introduced
in Section 3.2) and recorded natural human voices. We generated 18 avatars using the two
open source talking-head methods MakeItTalk [65] and PC-AVS [75], which can generalize
well on any desired facial images. Here, StyleGAN [59,101] was utilized to create some child
portrait images. Input facial images and several frames of video images thus generated
are shown Figure 8. We also developed ten animated avatars using the Unity game engine.
Finally, 28 ten-second video clips of the created avatars were provided using methods
based on either GANs or the Unity game engine.

The study was conducted through crowdsourcing and Microworker (https://www.
microworkers.com/, accessed on 24 May 2022) was used as a recruiting environment,
with users referred to a questionnaire tool hosted on a separate server that contained the
videos. To ensure the validity and reliability of the collected data, only high-performing
crowdworkers who performed the best on the test were invited to participate.

Overall, 39 crowdworkers provided valid results in this study, including 10 women,
27 men, and two of other genders. The crowd workers aged 19 to 54 years (Median = 28,
Mean = 29.58, SD = 8.36) were geographically evenly distributed between Europe, Asia
and America (North and South).

Participants were asked to evaluate each video with regard to three statements: ’How
realistic was the talking avatar?’, ’How realistic was the avatar’s appearance?’, ’How was
your overall experience with the avatar?’ and ’How were the audio and mouth/lips
synced?’ on a scale between 1 to 5 (5-strongly agree, 4-agree, 3-neither agree nor disagree,
2-disagree, 1-strongly disagree). More details about the dataset and the study design are
given in [18].

We first examine the difference between the MakeItTalk [65] and PC-AVS [75] as audio-
driven models from different perspectives. From our point of view, PC-AVS can generate
correct lip-synching, but it can not maintain the identity and resolution of the input facial
image, and it also generates talking-heads with no blink motions. MakeItTalk, on the other

https://www.microworkers.com/
https://www.microworkers.com/
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hand, can perform blink actions and maintain the resolution of the input facial image by
depending on exact facial landmarks. Still, it does not accurately synchronize the shape of
the mouth. Additionally, natural head movement is one of the most important aspects of
effective communication in the real world. MakeitTalk can generate subtle head motions,
unlike most existing approaches that generate face animation with a fixed head pose. These
motions involve many repeating behaviors and movement patterns that only minimally
swing around. In contrast, PC-AVS takes a brief target video and an audio stream as input
to transfer the head position, resulting in more varied rhythmic head motions based on the
input video clip. However, because this strategy depends on another short video clip, it is
not particularly useful in our situation.

 

Figure 8. Illustration of a talking-head video generated using two methods, PCAVS [75] and
MakeItTalk [65]. The input is an image generated using styleGAN and an audio generated us-
ing IBM Watson. The first two rows: PCAVS and the second two rows: MakeItTalk.

The bar-plots in Figure 9 depict the user ratings showing no significant difference
between the MakeItTalk and PC-AVS models for four different characters. We expected
MakeItTalk to appear more realistic from the user’s perspective, but it did not. Four
repeated measure factorial ANOVAs were used to compare the main effects of models
and characters and their interactions on all four quality dimensions. According to all four
quality criteria talking, appearance, experience and lips sync, there was no significant
difference between the two models (MakeItTalk and PC-AVS), and the characters (the
selected facial image). For the realism of Talking, there were no significant main effects of
the model (p-value (p) more than <0.05) (p < 0.6), or characters (p < 0.5) and no significant
interaction between model and characters (p < 0.06). For Appearance, no main effects were
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observed for the model (p < 0.09), or characters (p < 0.21) and there was no significant
interaction between model and characters (p < 0.09). For Overall experience, there was no
main effect of model (p < 0.86), no main effect of characters (p < 0.29) and no interaction
between model and characters (p < 0.38). And for lip-sync, there was no main effect of
model (p < 0.52), no main effect of characters (p < 0.17) and no interaction between model
and characters (p < 0.07). 

Arya Omid Baran 

M-WF 

Darya 

P-WF P-HF M-HF 
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P-WM M-WM P-WM M-WM 
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3
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M = MakeItTalk 
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Figure 9. Bar-plot (95% confidence interval) for comparison of MakeItTalk [65] and PC-AVS [75].

Interaction with the virtual avatar necessitates techniques to generate high-fidelity
talking-head frames while maintaining human observers’ trust and empathy. According to
Uncanny Valley theory [102,103], if an avatar is humanoid but imperfect, its non-human
features instill confusion and even fear in the audience. Thus, we developed animated
facial avatars using the Unity game engine to see whether the uncanny valley exists in the
context of a child interview.

To investigate the avatars created by the game engine, a one-way repeated measure
analysis of variance (ANOVA) for the mean of overall experience and appearance was
performed. The lip-sync quality was not explored in the data analyses because all of the
animated characters used the same technique for lip-sync generation utilizing the Salsa
component in the Unity game engine. The animated avatars’ quality ratings are shown
in Figure 10.

Next, the best-rated avatars created with GAN were compared with the animated
avatars created by the Unity game engine. The best avatars in GAN were Omid and Darya
from model PC-AVS, which were selected based on how realistic their Appearance and
Talking were rated. These two avatars are compared with Sarah and Liam’s animated
avatars created by the Unity game. Figure 10 shows the quality ratings for these four
avatars. Sarah’s character was rated slightly lower than the others, which might be due to
weaker lip synchronization, but there was no statistically significant difference. A factorial
ANOVA showed that although there was a general trend for more realism to be perceived
in the videos created by GANs, there was no significant main effect of realism for Talking
F(1, 37) = 2.54, p = 0.12, Appearance F(1, 37) = 2.66, p = 0.11 and Overall experience
F(1, 37) = 1.09, p = 0.30. Overall, the results showed that although the avatars generated
by GANs were slightly more realistic, they did not necessarily create a higher quality of
experience and realism for the user.

In addition to the quality aspects, we asked participants an open question about
their reasons for preferring one character over the other at the end of the questionnaire.
Almost all of them agreed that the avatars generated by GANs were more realistic. Four
participants stated that lip-synching in GAN-generated avatars was better than in animated
avatars. One participant even stated, “The GAN-generated avatars could trick me into
thinking that an actual person is talking.” Three participants unequivocally stated that
the talking faces appeared frightening, and one participant mentioned that something was
off-putting and felt incorrect. This is because GAN-generated avatars are innately unlikable
unless they are perfect and natural, as explainable by the uncanny valley theory.
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Figure 10. Bar-plot (95% confidence interval) to show results of the user study for the evaluation
of two of the best female and male characters created for both the GAN-Based and game engine-
based approaches.

5. Discussions and Future Work

Enhancing the disclosure of child abuse can facilitate earlier protection, prevention,
and prosecution when children are victims of sexual, physical, and emotional abuse,
thereby possibly having a huge impact on individuals’ mental health and the future of
society in general. The paper describes how an avatar-assisted mode of training might
help CPS workers and police officers learn how to effectively interview sexually and
physically abused children. Thanks to recent developments in AI, we proposed synthesizing
a realistic digital child avatar, attempting to emulate an abused child. Our ongoing work
focuses on integrating various components, including the language, auditory, emotional,
and visual components of the avatar. The proposed system can dynamically respond to
the questions and provide a higher level of realism during the training interviews and
would be completely independent of human input. Therefore, unlike previous systems
that were too rigid in their response generation, lacked generality, and required human
input, our proposed system can generate dynamic responses without human operation.
Such a system would be more dynamic and cost-effective because it lowers expenditures
on human resources. This study discussed lessons and outcomes achieved by adopting
various techniques. Moreover, three user studies were conducted to comprehensively
evaluate a number of these methods.

The first user study showed that, although RASA provides an environment to manage
the flow of dialogue within brief mock interviews, it is not easy to model small talk with
RASA because it leads to many intent definitions, negatively affecting classification of the
model’s intent. We believe that by using GPT-3, we can address the shortcomings of the
RASA chatbot, which will maintain the coherence of the story while also answering generic
small talk. RASA gave us greater control over how the conversation flows, but it is not
a robust solution as it has not been trained on open-domain data to sensibly answer the
questions that are not in transcripts used during training.

There were also promising initial results concerning the emotional component. How-
ever, it is essential that more annotated data get analyzed and compared to the output of the
existing models. We can incorporate the right model into our emotion pipeline. After that,
we can start implementing the pipeline in both the auditory and visual components, fol-
lowing which users can evaluate what does and does not work. However, at this stage
the biggest improvements would be made if there were annotated text data available in
combination with the corresponding videos. It is also worth researching whether better
results would be obtained if the interviewer’s questions were also classified. Figure 5
shows this could be a positive influence. However, it may negatively affect other currently
correctly classified examples, so it is worth investigating.
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Another user study was conducted to explore the realism of the avatar’s auditory
and visual components. For the audio component, the avatars were tested using synthetic
voices generated by computer and natural human voices. The results showed that synthetic
voices generated by IBM Watson TTS can be as realistic as natural voices. Based on those
results, we decided to use the synthetic voices for the avatar.

For the visual component, facial manipulations using the FaceSwap and video-driven
talking-head methods were ineffective. We therefore turned to the Audio-driven talking-
head using GANs and Unity game engine and then conducted a user study to compare
them. Contrary to our predictions, GAN-generated and Unity game engine avatars were
rated similarly. The best generated avatars using the two approaches were not rated
differently. The results are even more startling because more than half of the participants
claimed to prefer conversing with avatars developed using the Unity game engine, even
though the avatar’s appearance and overall talking were less realistic. A few participants
noted that the GAN-generated avatars appeared to be frightening in response to an open
question. This could be evidence of the presence of an uncanny valley [102,103]): if an
avatar is humanoid but flawed, the viewer may experience weird feelings of uneasiness and
even revulsion as a result of the avatar’s non-human traits. We aim to improve the realism
of GAN-generated avatars in the future so that fewer artifacts are produced. Furthermore,
we will experiment with combining the two methodologies, with the talking-head formed
using an animated facial image as input. Further, future works will explore the human
influencing factors and their impact on the user experience. The human influencing factors
include demographic characteristics such as age, gender and socio-economic background,
physical and mental constitution, and the user’s emotional state [104], all of which can
have an impact on the user experience.

In addition, we intend to consider the versatile and novel LSP model [67] in future
work. LSP introduces a real-time system that generates talking heads with natural head
movement, lip-sync, and eye blinks using only audio signals at more than 30 frames per
second. Furthermore, the system requires training on a several-minute video of the desired
character. We can provide this video from a real human generated using GANs or an
existing talking animation. Thus, LSP appears practical and ideal for developing a digital
child avatar due to its high-fidelity video creation and real-time capabilities.

6. Conclusions

In forensic interviews, obtaining valuable information from a neglected or abused
child requires the interviewer to have good interviewing skills. Our ongoing work aims
to synthesize an interactive virtual child avatar in real-time, mimicking a child so that
law enforcement and CPS workers can efficiently be trained to learn and improve these
skills. This paper presented the interactive child avatar system, mimicking an abused child.
The system is designed using different artificial intelligence-based technologies such as
the avatar’s language, auditory, emotional, and visual components. Furthermore, using
three subjective studies, various system components were investigated. The results of the
first user study showed that participants believed the child avatar system could effectively
improve conversational skills and was well received by the CPS workers. Furthermore,
the second study examined emotion extraction using different models and discussed how
emotion could be integrated with auditory and visual components. The third user study
first showed that the synthetic voices generated by computers could be as realistic as
natural voices, and then investigated the realism of various techniques for generating child
avatars. It was shown that the GAN-based and game engine-based avatars could create the
most realistic avatars. Using the insights provided by these three user studies, the refined
and improved architecture of the child avatar system was presented, and the integration
and interaction of various components were discussed.
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