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Abstract

In recent years, global business has witnessed significant cloud adoption,
which provides considerable value over traditional datacenters—achieving
greater scalability, cost efficiency, and improved performance. Cloud auto-
scaling is a cloud service feature to react to the variation in the live traffic
load by spinning up or down instances on the fly. This new feature may
also introduce new security threats. For example, DDoS attacks utilize
multiple distributed attack resources to exploit resources such as cloud ser-
vices. Auto-scaling mechanism transforms the DDoS attacks into Economic
Denial of Sustainability attack (EDoS) or an emerging new type of attack
called Yo-Yo attack. Yo-Yo attack is a newly disclosed attack, according
to which attackers send a burst of traffic periodically to oscillate the auto-
scaling system between scale-out and scale-in status.

In this thesis, we present a solution to detect a Yo-Yo attack and mitigate
it in the cloud auto-scaling mechanism. The study shows to which extent
the Yo-Yo attack differs from traditional DoS/DDoS attacks in cloud auto-
scaling. An approach — called Trust-based Adversarial Scanner Delaying
(TASD), which is introduced by [70] — is implemented and tested under
real cloud settings. The TASD system is deployed on Amazon Web Ser-
vices (AWS). In TASD, the detection module uses a trust value algorithm
to assign a Quality of Service (QoS) value to each user, and the mitigation
module controls the flow of the traffic base on the trust value number of
each user.

The experimental results show that the Yo-Yo attack causes significant
performance degradation in addition to economic damage, while the
attack is more difficult to detect and requires fewer resources from the
attacker compared with traditional DDoS. Moreover, auto-scaling policy
configuration is a key to minimizing the effect of Yo-Yo attacks. The
experiment evaluations show that the TASD system can detect and mitigate
Yo-Yo attacks in a real cloud application.
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Chapter 1

Introduction

During the last decade, the cloud has been growing as a disruptive techno-
logy for business, and the wholescale migration of applications and infra-
structure to the cloud has started across many industries. Cloud is not only
a tool and technology but also another way to deal with the application life-
cycle with faster processes and new delivery models. Cloud computing has
grown into a vast and complex ecosystem of technologies, products, and
services. In 2021, 41% of EU enterprises used cloud computing and 73% of
those enterprises used sophisticated cloud services relating to security soft-
ware applications, hosting enterprise’s databases or computing platforms
for application development, testing or deployment [33]. The same studies
show that the use of cloud computing increased by 5% points compared
with 2020. This increment of cloud computing usage needs a framework to
prove guidance that is designed to help enterprises create and implement
the business and technology strategies that are necessary for their organiz-
ation to succeed in the cloud [51]. Cloud Adoption Framework leverages
cloud providers’ experiences and best practices to help digitally transform
and accelerate business outcomes through innovative use of the cloud. At
the highest level, CAF organizes guidance into six focus areas: business,
people, governance, platform, security, and operations [14]. One of the
most important pillars of the CAF is security. The CAF security consists
of a systematic process for building security and supporting the cloud ap-
plication development life cycle. [22] [15]. CAF security introduces a three-
layer architecture for data security in cloud:
1- Firewall and access control layer
2- Identity management and intrusion prevention layer
3- Encryption and decryption layer

DoS and DDoS attacks are located in the boundary of layer 1 and layer
2 of CAF. DoS and DDoS attacks have become an immense threat to the
Internet infrastructure for a decade. Attacks have become commonplace
with a wide range of global victims in everything from commercial
websites, educational institutions, public chat servers, and government
organizations [53] [37]. A detailed analysis from Cloudflare shows that
DDoS attacks have been dramatically increasing over the past few years.
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The report shows that the number of attacks increased by 50% in Q3 2020 in
comparison with Q3 2019 [60]. Another report from Kaspersky researchers
observed a massive increase in the number of attacks in Q3 and Q4 2021.
The report shows 400% growth in Q4 2021 in comparison with Q4 2020
[43]. According to the Cloud Security Alliance report [45], the number of
DDoS attacks on cloud services has also risen over the years. Increasing the
number of attacks causes emerging new detection and mitigation solutions
as well [26]. In November 2020, Alibaba Cloud Security Team detected
the largest resources exhaustion DDoS attack on their cloud platform, with
a peak of 5.369 million QPS (Queries Per Second) [8]. Microsoft mitigated
upwards of 359,713 DDoS attacks against their Azure Cloud infrastructures
during the second half of 2021 [7].

On the other hand, attackers do not surrender. New kinds of DDoS
attacks have emerged to exploit cloud anti-DDoS solutions. Bursts attacks,
also known as hit-and-run DDoS, is a new kind of DDoS attack, where the
attacker launches periodic bursts of traffic overload at random intervals on
online targets [32] [69]. Burst attacks have grown generally so that in a
comprehensive survey in 2017, half of the participants cited an increase in
burst attacks [12]. This points to the increasing sophistication of hackers,
in terms of their ability to better leverage large botnets and develop
mechanisms that have the ability to evade detection. Botnet malware
technologies accelerate burst attacks, due to scheduling and synchronizing
features [27].

Enterprises using cloud services mostly benefit from cloud features.
Enhanced cloud scalability and elasticity through auto-scaling allow
customers to dynamically scale their applications [67]. Incoming traffic
is distributed evenly across multiple endpoints, so individual backend
services cannot be overwhelmed until the volume of traffic approaches the
capacity of the entire network.

Hostile actors adjust their tactics to correspond to the realities posed by
the cloud. Yo-Yo attack is a new attack technique against the cloud auto-
scaling feature [2]. In this method, attackers send a burst of request traffic to
increase the significant load on the cloud server. It causes triggering auto-
scaling mechanism, and the server will be scaled up. Therefore, during
this confirmation period, the victim’s system has deployed resources that
far exceed the required amount. Burst traffic will be stopped after scale-
out and waiting for the auto-scaling mechanism to scale-in the server. The
attacker continues the latter attack procedure and forces the cloud services
to scale-out and scale-in continuously [70]. It causes adding extra load
to scale-out the services to respond to the fake requests. In effect, the
attacker forces the victim to pay for large amounts of resources that are
not actually necessary to handle the legitimate workload. Yo-Yo attack
can affect any platform using auto-scaling mechanisms such as container-
based-environment [25] and Kubernetes platform [27].

2



1.1 Problem Statement

Auto-scaling automatically adjusts capacity to maintain steady and pre-
dictable performance at the lowest possible cost [67]. The Yo-Yo attack
explicitly targets auto-scaling functionalities in cloud environments. Al-
though there are numerous studies focused on conventional DoS and DDoS
attacks, the number of studies on mitigating such Yo-Yo attacks for the
auto-scaling mechanism in the cloud is limited. This leads to the first prob-
lem statement that this thesis will explore:

How does a Yo-Yo attack differ from Dos/DDoS attack toward auto-scaling in
the cloud?

In this regard, A Trust-based Adversarial Scanner Delaying (TASD) ap-
proach has been proposed to mitigate the Yo-Yo attack in the cloud auto-
scaling mechanism [70]. This thesis shows the result of the TASD system
implementation of a web service running on the AWS cloud platform and
leads to the second problem statement that will explore:

To which extent is the TASD solution resilient to Yo-Yo attacks in real cloud
services?

3



4



Chapter 2

Background and Related Work

To develop an optimized mitigation solution, it is vital to understand the
problem domain completely. Although the research topic narrows down to
a specific DDoS attack on cloud platforms, it is important to know about
different attack techniques. It helps to have a better understanding of
both the problem domain and the current solution space to create efficient
approaches. This chapter provides information about different DoS and
DDoS attack techniques. Moreover, it explores the scope and characteristics
of the Yo-Yo attack as well as the cloud auto-scaling feature.

2.1 DoS attack definition

A Denial-of-Service attack (DoS attack) is an intimidating threat that the
perpetrator seeks to make a machine or network resource inaccessible to
its intended users [28]. DoS attacks accomplish this by flooding the target
with traffic or sending the information that triggers a crash [30]. A DoS
attack is characterized by using a single computer to launch the attack. In
[42], DoS attacks are classified into five categories based on the attack pro-
tocol level:

DoS attacks at the network device level might be done due to a bug or
weakness in the network device framework or driver. In 2018, a critical
vulnerability has been discovered in Cisco’s appliances Adaptive Security
(ASA) and Firepower. The vulnerability was leveraged DoS condition to
attackers [23]. Attackers can also try to exhaust the network device. For
example, attackers can make a network device such as a router down by
bombarding the device with packets that the router must filter out and store
logs.

Protocol implementation at the OS level causes many DoS attacks. Ping
of Death attack is an example in this category [49]. It is possible to crash,
reboot or either kill a large number of systems by sending a ping of a cer-
tain size from a remote machine. In this attack, ICMP echo requests with
data size greater than 65536 are sent to the victim. An IP datagram of 65536
bytes is illegal, but possible to fragment the packet. When the fragments
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are reassembled at the other end into a complete packet, it overflows the
buffer on some systems and causes abnormality.

Application-based attack is another type of DoS attack. Attackers over-
come a service or an entire system using bugs in network applications. Net-
work applications examples are such as file transfer, remote file server, etc.
A finger bomb is an example of application-based attack.

Attackers can send a massive amount of data to bombard the network
bandwidth of a host. The attack method is called data flooding. Ampli-
fication attacks, oscillation attacks, and simple flooding are three common
types of flooding attacks. Ping flood, also known as ICMP flood, is a data
flooding attack example in which an attacker takes down a victim’s com-
puter by overwhelming it with ICMP echo requests, also known as pings
[57].

Attackers can implement DoS attacks by taking advantage of certain
standard protocol features. The most common connection depletion attack
is SYN flooding. By repeatedly sending initial connection request (SYN)
packets, the attacker is able to overwhelm all available ports on a targeted
server machine causing the targeted device to respond to legitimate traffic
sluggishly or not at all.

2.2 DDoS attack techniques

An additional sophisticated type of DoS attack is the Distributed Denial
of Service (DDoS) attack. DDoS attacks utilize multiple distributed attack
resources to exploit computers or other network resources such as cloud
services. From a high level, a DDoS attack is like an unexpected traffic
jam clogging up the highway, preventing regular traffic from arriving at its
destination. Therefore, in its simplest form of DDoS attack, compromised
vulnerable devices, also known as zombies, are used to send malformed
packets to a target system. The target system cannot handle such pack-
ets and it causes the system to stop or reboot. When this occurs, the users’
access will be denied to the respective services and resources [29]. DDoS at-
tacks also affect the cloud services including computing elements, memory
storage or the network devices [37]. Attackers try to use the cloud pro-
vider resources to overflow cloud users. Cloud DDoS attacks can occur
internally or externally. An external cloud DDoS attack starts from out-
side the cloud environment and targets cloud services. On the other hand,
internal cloud-based DDoS attacks occur within the cloud system [26]. In
both scenarios, attackers can implement different DDoS techniques. This
section goes through some popular attack techniques inside of each cat-
egory.
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2.2.1 Network layer attacks

Network layer DDoS attacks target layer 3 in the OSI model. The network
layer is responsible to provide cross-network addresses and constructing
routing tables for data packets. Moreover, negotiating and ensuring a cer-
tain quality of service falls within the remit of the network layer.

Like all DDoS attacks, the goal of a network layer attack is to slow down
or crash a program, service, computer, or network, or to fill up capacity so
that no one else can receive any service. L3 DDoS attacks typically accom-
plish it by targeting network devices and protocols.

IP Spoofing attack is a DDoS attack in the network layer. IP Spoofing is
a technique to send a package to someone with a wrong return address list.
The receiver cannot stop receiving the packages by blocking the sender’s IP
address, as the return address is easily changed. Also if the receiver wants
to respond to the return address, the response package will go somewhere
other than to the real sender. The ability to spoof the addresses of packets
is a core vulnerability exploited by many network layer DDoS attacks such
as NTP and DNS amplification.

An NTP amplification attack is a DDoS attack in which an attacker
exploits a Network Time Protocol (NTP) server [54]. Attackers send a
large number of fake requests using a technique called NTP reflection with
spoofed source addresses to overwhelm the NTP server. The size of the
request can reach up to 400 Gbps [37].

A DNS amplification attack is a type of DDoS attack in which an at-
tacker leverages the functionality of open DNS resolvers in order to over-
whelm a target server or network with an amplified amount of traffic, ren-
dering the server, and its surrounding infrastructure inaccessible. Attack-
ers send queries with spoofed IP addresses to the target servers. Then It
will send responses that are many times bigger than the victim’s clients or
servers. For example, as a DNS query consists of approximately 36 bytes,
a response message could easily triple that size [41]. As a result, the target
receives an amplification of the attacker’s initial traffic, and their network
becomes clogged with the spurious traffic, causing a DDoS.

A smurf attack is a DDoS attack in that attackers try to flood a targeted
server with the Internet Control Message Protocol (ICMP) packets. Net-
work devices, such as routers, use ICMP to send error messages and con-
nect some information. The information indicates success or failure when
communicating with another IP address by sending an ICMP echo reply
message back to the sender [40]. In smurf-based attacks, spoofed ICMP
echo requests are sent to a network device that is configured to relay ICMP
messages to all devices behind it. When all of the devices receive the ICMP
echo request, the devices reply with an ICMP reply message to the victim
host, efficiently amplifying the attack [46].
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2.2.2 Transport layer attacks

OSI Model Layer 4, or the transport layer, provides transparent transfer of
data between end systems, or hosts, and it is responsible for end-to-end
error detection, recovery, and flow control. It ensures complete data trans-
fer, which treats data as a stream of bytes through the TCP or UDP. The
attackers manipulate the communication protocols in the transport layer
to execute DDoS attacks. SYN Flood is a common technique to misuse
protocols. SYN Flood means sending a request to a worker. The worker re-
ceives the request and provides the reply, and waits for confirmation before
replying to the next request. Then the worker receives many more requests
without any confirmation until the worker cannot handle all the requests
and become overwhelmed [66].

TCP SYN Flood attacks exploit the weakness of the three-way hand-
shake in TCP. The client starting a connection sends an initial SYN request
to a server. The server sends back the SYN/ACK packet and waits for the
client to confirm it by sending the final ACK packet [30]. According to the
SYN Flooding method, attackers send a large number of the SYN packets to
the target and never send ACK replies [19]. Hence, the final ACK message
will never be sent to the victim server system and due to buffer queue limit-
ation for new connections, the server cannot reply to other valid incoming
requests, and it gets overwhelmed. Attackers can use different spoofed
source IP addresses or even use a direct attack with their valid IP address
[20].

UDP Flood attack is a type of transport-based layer DDoS attack. A
UDP Flood misuses the steps that a server takes to respond to a UDP
packet under normal conditions. The server initially checks whether any
programs are running on the specific UDP port. If a program listens on that
UDP port, the request sends to the program, else the server responds with
an ICMP packet to inform the sender that there is no program to listen [68].
In the same way, attackers send a large number of UDP packets to a target’s
random or specified ports. The target server checks the applications list to
identify the port consumer. As the port is not used by any application,
the server replies with a message "destination unreachable" using ICMP
packet. The ICMP packets are sent to the spoofed IP address. As a res-
ult of the targeted server utilization and responding to each received UDP
packet, the target’s resources can become quickly exhausted when a large
flood of UDP packets is received. It results in denial-of-service to normal
traffic [29].

If the attacker sends a bunch of spoofed UDP packets with the source
address of another victim, it causes UDP storm attack [47]. The attacker
sends UDP packets to echo port of the first victim as if it is coming from the
second victim in the same network. First victim sends a reply with some
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data to echo port of second victim as it does not know the spoofed address.
Then the second victim replies with data to the first victim, and this loop
goes on until there is external interference.

2.2.3 Application layer attacks

The application layer in the OSI model is the closet layer to the end system
user. In this layer, communication from one-user to another begins by us-
ing the interaction between the application layer. The layer provides the
connection to the lower layers. Attackers may target the application itself
by using application-layer attack. The main goal of the application-based
attack is to take out an application or an online service using vulnerabilities
or problems in application protocol [64]. These application-layer attacks, in
contrast to network and transport layers, attack, are particularly difficult to
detect and mitigate. Attackers use very low request volumes that generate
only a small volume of network traffic [17]. The following section repres-
ents some application-based attack techniques.

HTTP flooding attack is the most common application layer attack [48].
HTTP flood is a complex attack because it does not use malformed packets,
spoofing, or reflecting techniques to execute an attack. Attackers exploit
the legitimate HTTP GET and POST requests, therefore the attack needs
less bandwidth than other attacks to affect the targets. The attack is most ef-
fective when it forces the server or application to allocate the maximum re-
sources possible in response to every single request. Thus, the perpetrator
generally aims to inundate the server or application with multiple requests
that each is as processing-intensive as possible. Therefore, the HTTP flood
attacks using POST requests tend to be the most resource-effective from the
attacker’s perspective; as POST requests may include parameters that trig-
ger complex server-side processing. On the other hand, HTTP GET-based
attacks are simpler to create and can more effectively scale in a botnet scen-
ario.

HTTP flood attacks are difficult to detect from normal traffic because
they use standard HTTP requests. So, the normal IDS techniques that use
signature-based detection are not able to detect HTTP flooding attacks.
The most highly-effective mitigation mechanism relies on normal users’
browser behavior before detecting abnormal browser patterns [71]. For
example, Yatagai et al. proposed two solutions to detect HTTP flooding
attacks; firstly, by monitoring the correlation between the time a user con-
sumes to browse a web page and the size of that web page. Compromised
hosts can therefore be removed as it is expected that they do not follow the
normal browsing pattern behavior. The second solution focuses on the user
browsing behavior and history [71].

XML flooding attacks can be categorized as application-layer attacks. A
SOAP message works with HTTP and is an XML document, which consists
of a SOAP envelope, an optional SOAP header, and a SOAP body. X-
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DoS, an Extensible Markup Language DoS attack is a content-borne DoS
attack that occurs when an XML message is sent with a multitude of digital
signatures, and a naive parser looks at each signature. It causes all the CPU
resources to be used and the service becomes down. X-DoS can be carried
out using less sophisticated tools due to its ease of implementation [56].

2.2.4 Burst attacks

Burst attacks are gaining favor among attackers because they enable per-
petrators to attack multiple targets, one after the other, with short and high-
volume traffic bursts, in a rapidly repeating cycle. The burst attacks have
been increasing in recent years. In a survey published by Cisco in 2017, it
has been found that 41 percent of organizations suffered from burst DDoS
attacks [16]. The same report shows that burst tactics are usually aimed
at gaming websites and service providers due to their clients’ sensitivity
to service availability and their inability to sustain such attack maneuvers.
Burst attacks have also known as hit-and-run DDoS because the solution
uses repeated short bursts of high-volume attacks at random intervals. As
an example, each short burst can last only a few seconds. In 2017, a top-five
U.S. carrier witnessed a tenfold increase in burst attacks, where 70% to 80%
of attacks were less than a minute long [18].

Detecting a burst attack is not difficult but the rate of bad and legitim-
ate traffic to certain threshold results in a high level of false positives in
the detection. Thus, to minimize the false positive, it needs to create a sig-
nature to only block the attack traffic. If the attack vector changes across
bursts, the signature needs to adapt to the changing attack characteristics.
The process of repeated manual signature adjustments can become a labor-
intensive task, which renders the whole protection strategy infeasible.

Machine learning techniques help to detect and mitigate burst attacks as
a Behavioral DoS (BDoS) protection technology. BDoS protection method
uses different features on network protocols to learn and compare real-
time statistics with the learned baseline. A fuzzy-logic inference system
measures the degree-of-attack (DoA) surface. BDoS considers an attack
to have started and triggers attack handling only when the overall DoA
surface for the combined parameters is high. This guarantees accurate
detection of attacks [18].

2.3 Yo-Yo attack

The Yo-To attack tries to leverage the strength of the cloud against an organ-
ization that uses it. Specifically, the attack attempts to abuse auto-scaling
mechanism in the cloud [70][2]. The attacker sends a burst of request traffic
to a target running on the cloud. It causes increasing the significant load
on the cloud. Auto-scaling mechanism tries to scale-out the resources to
mitigate the high traffic load. The attacker recognizes the scaling up by
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measuring probe packets’ response time [62][2], then stops sending traffic
and waiting for auto-scaling mechanism to scale-in the resources. Turn-
ing off the DDoS attack in scale-in stage is a key point of the Yo-Yo attack.
According to the autoscaler functionality, resources are not being scaled in
immediately [1]. The attacker starts sending the burst traffic to trigger the
auto-scaling mechanism to scale-out again and the cycle repeats over and
over.

The Yo-Yo attack goal is not to take the services offline necessarily. The
main goal of the attack is to imply financial damage. Although cloud pro-
viders offer different pricing models, cloud service providers operate on a
consumption-based model. This means that end-users only pay for the re-
sources that they use. The consumption-based model brings some benefits
such as the ability to pay for additional resources when they are needed
and also the ability to stop paying for resources that are no longer needed.
Therefore, as the victim’s system scales in resources during each cycle, sig-
nificant charges accrue to the victim’s account. In effect, the attacker forces
the victim to pay for large amounts of resources that are not actually neces-
sary to handle the current legitimate workload. For instance, AWS charges
the usage of EC2 only for what is used. The cost is the price per instance-
hour consumed for each instance, from the time an instance is launched
until it is terminated or stopped. Each partial instance-hour consumed will
be billed per second for Linux, Windows, Windows with SQL Enterprise,
Windows with SQL Standard, and Windows with SQL Web Instances, and
as a full hour for all other instance types [11]. It means that after scaling in
an instance, it costs the service provider price per second, while the scale-in
happened through a Yo-Yo attack.

2.4 Auto-Scaling

Elasticity is the ability to automatically or dynamically increase or decrease
resources as needed. Elastic resources match the current needs, and re-
sources are added or removed automatically to meet future needs. Auto-
matic scaling is the key difference between scalability and elasticity. Auto-
scaling is a cloud computing technique based on elasticity features. It en-
ables organizations to scale cloud services such as server capacities or vir-
tual machines up or down automatically, based on defined situations such
as traffic or utilization levels. According to [67], the main purpose of the
auto-scaling mechanism is to cope with changes in the traffic load. Auto-
scaling can use to cope with both predictable and unpredictable changes
due to an abnormality in service features or flash crowds or even malicious
DDoS attacks. It means that auto-scaling can mitigate DDoS attacks by
increasing the number of instances as much as needed. This solution, how-
ever, comes with an economic penalty, termed Economic Denial of Sustain-
ability attacks (EDoS).
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In November 2008, Hoff et al.[21] firstly hypothesized the presence of a
novel strain of the denial of service threat, which was termed Economic
Denial of Sustainability (EDoS). It described a specific family of attacks
against the different cloud computing platforms, where the intruder aimed
on increasing the economic costs derived from both maintenance and pro-
vision of the services offered, hence making their support less viable, even
achieving denial.

Therefore, the victim of DDoS attack on a system running in an auto-
scaling feature needs to pay for extra resources to process the fake traffic re-
quests, and it provides no real benefit to the victim. However, auto-scaling
is regarded as a good enough solution, since it ensures that the service will
continue to run with good performance. The below sections presents dif-
ferent auto-scaling mechanism.

2.4.1 Auto-Scaling in Cloud

In cloud computing, scaling is the process of adding or removing compu-
tation, storage, and network services. The scaling helps to meet the de-
mands a workload makes for resources in order to maintain availability
and performance as utilization increases. Scaling generally refers to adding
or reducing the number of active servers, known as instances in the cloud,
being leveraged against the client workload’s resource demands. Scaling
can be horizontally or vertically. Horizontal scaling known as scale-out,
simply adds more instances to the existing instances. Vertical scaling or
scale-up adds power to the existing machine infrastructure by increasing
power from CPU or RAM to existing machines.

Cloud providers have implemented different auto-scaling mechanisms
for different cloud services. Auto-scaling mechanism can detect an un-
healthy instance to terminate it, and launch another instance to replace
it. Moreover, it helps ensure that the application always has the right
amount of capacity to handle the current traffic demand. Dynamic scal-
ing provides better cost management for cloud users because they pay for
the instances they use, they save money by launching instances when they
are needed and terminating them when they are not. Each cloud solu-
tion comes with its own auto-scaling engine. The below sections introduce
some auto-scaling mechanisms provided by cloud providers. Basically, in
each of these systems, the underlying algorithms allow the cloud customer
to define scaling criteria and the corresponding thresholds for overload and
underload.

Amazon EC2 auto-scaling is the autoscaler resource provided by AWS.
EC2 auto-scaling helps clients to ensure that the correct number of Amazon
EC2 instances is available to handle the load. It can launch or termin-
ate instances as demand on application load increases or decreases. AWS
auto-scaling supports different scaling policies. Manual scaling updates
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the desired capacity of the auto-scaling group or updates the instances that
are attached to the auto-scaling group [50]. Dynamic scaling creates tar-
get tracking scaling policies for the resources in your scaling plan based
on a specific metric. These scaling policies adjust resource capacity in re-
sponse to live changes in resource utilization. The intention is to provide
enough capacity to maintain utilization at the target value specified by the
scaling strategy [31]. Amazon auto-scaling supports the following types of
dynamic scaling policies:

1- Simple scaling - scale-out and scale-in based on a single scaling ad-
justment.

2- Step scaling - Increase or decrease the current capacity of the auto-
scaling group based on a set of scaling adjustments that vary based on the
size of the alarm breach.

3- Target tracking scaling - Scaling based on a target value for a specific
metric.

AWS introduced an auto-scaling policy using a machine learning al-
gorithm to predict scaling. The predictive scaling analyzes the resource’s
historical workload and forecasts the future load. Load forecasting is a key
concept of predictive scaling. AWS auto-scaling analyzes up to 14 days of
history for a specified load metric and forecasts the future demand for the
next two days [58].

Microsoft Azure provides built-in auto-scaling for most computation
options. Azure virtual machines scale sets can scale in and out VMs in-
dependently. Azure app services and cloud services have a built-in auto-
scaling mechanism. Moreover, Azure supports a custom auto-scaling solu-
tion, which can define custom rules based on these metrics, and use Re-
source Manager REST APIs to trigger auto-scaling. Azure monitor auto-
scale provides a set of policies for VM scale sets. It scales up the resource
when load increases to ensure availability. Similarly, at times of low usage,
scale-in, so cloud users can optimize cost [52].

Google Cloud Platform offers an auto-scaling mechanism for VM from
a Managed Instance Group (MIG). Autoscaler can use one or more sig-
nals to scale the group via auto-scaling policy. GCP auto-scaling policy
supports both target utilization metrics and schedules. If the workloads
running on the GCP vary predictably with daily or weekly cycles, predict-
ive auto-scaling mode is recommended by Google. An auto-scaling mode
called "scale-in controls" is introduced for workloads that take many times
to initialize. It reduces the risk of response latency caused by abrupt scale-
in events by configuring scale-in controls. If the load spikes are expected to
follow after declines, the scale in rate can be limited to prevent auto-scaling
from reducing a MIG’s size by more VM than that of the workload can tol-
erate [34].
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Other cloud platforms provide auto-scaling mechanisms for their cloud
services. Heat is the Openstack auto-scaling component [55]. The auto
scaler for IBM Cloud Virtual Servers provides the ability to automate the
manual scaling process that is associated with adding or removing in-
stances to support services running on their cloud platforms [39].

The auto-scaling feature is not limited to IaaS (Infrastructure as a Ser-
vice) solutions. Pivotal Cloud Foundry is a cloud PaaS (Platform as a Ser-
vice) to provide fast application development and deployment environ-
ment. App Autoscaler is a PCF service that scales apps based on perform-
ance metrics or a schedule. App Autoscaler adjusts app instance counts
based on metrics threshold. The maximum and the minimum number of
instances for an app can be modified manually or using a scheduler. Every
35 seconds, App Autoscaler averages the values of a given metric for the
most recent 120 seconds and makes a scaling decision. This controls the
cost of running apps while the app performance is maintained [3].

2.4.2 Auto-Scaling in Containerized Environment

Containerization is one of the most efficient methods of virtualization in
the development environment. It provides portability, which ensures that
the container works the same way regardless of where to deploy. Contain-
ers improve efficiency by optimizing resource usage and minimizing over-
head. Cloud providers also offer container services. For example, AWS
Elastic Container Service is a scalable container management service that
can manage Docker containers on a cluster of instances. AWS ECS con-
tainer runs as a task. Automatic scaling is the ability to increase or decrease
the desired count of tasks in the ECS service automatically. AWS Cloud-
Watch metrics can be used to scale-out the service to deal with high de-
mand at peak times, and also scale-in service to reduce costs during peri-
ods of low utilization [61]. The same services are offered by other cloud
providers. For example, Microsoft Azure introduces a scaling rule in Azure
Container Apps.

In contrast to cloud Container services, Docker does not have a built-in
auto-scaling mechanism. Docker is one of the most common containerized
technologies, and Docker swarm is a built-in container orchestration tool.
Docker Swarm can manage the number of desired tasks to run. When
services scale-out or scale-in, the swarm manager is automatically adapted
by adding or removing tasks to maintain the desired state. The swarm
manager node constantly monitors the cluster state and reconciles any
differences between the actual state and the expressed desired state. But it
cannot scale-out or scale-in based on the load on the services or any specific
metric. Therefore, other modern container orchestration solutions such as
Kubernetes are useful [65].

14



2.4.3 Auto-Scaling in Kubernetes

Container-based microservices architectures have profoundly changed the
way development and operations teams test and deploy modern software.
Large and small software companies are now alike deploying thousands
of container instances daily, and that is a complexity of scale they have to
manage. Kubernetes is an open-source container orchestration platform,
originally developed by Google, designed to automate the deployment,
scaling, and management of containerized applications. In the Kubernetes
technology Pod is a computing unit that can host one or more contain-
ers. The containers can share resources such as storage and network. This
means that a Pod can run a single container, but it can also run several ones
that need to work together.

Kubernetes has a Horizontal Pod Autoscaler feature that can update
a workload resource automatically. The main aim of the Horizontal Pod
Autoscaler is to scale the workload to match demand. Kubernetes imple-
ments horizontal pod auto-scaling as a control loop that runs intermittently.
The default interval is 15 seconds and can be set by the Kubernetes mani-
fest configuration. Once during each period, the controller manager quer-
ies the resource utilization against the metrics specified in each Horizontal
Pod Autoscaler definition.

The Horizontal Pod AutoScaler has a controller module that operates
on the ratio between desired metric value and current metric value:

desiredReplicas = ceil[currentReplicas ∗ (currentMetricValue/desiredMetricValue)

Kubernetes Horizontal Pod AutoScaler controller module calculates the
desiredReplicas and checks the tolerance to decide on the final values. The
control plane also considers whether any metrics are missing, and how
many Pods are Ready. All Pods with a deletion timestamp set are ignored,
and all failed Pods are discarded. Kubernetes Horizontal Pod AutoScaler
policy supports custom metrics as well as multiple metrics to scale on [38].

2.5 Related Work

The Yo-Yo attack is a new DDoS technique, and it has emerged due to the
cloud auto-scaling feature. Therefore, the number of research is limited.
This section presents some relevant research that can be used to under-
stand Yo-Yo attack aspects and possible mitigation solutions.

2.5.1 Yo-Yo attack in a cloud auto-scaling setting

The Yo-Yo attack which is described in [2], is the first work on auto-
scaling mechanism vulnerability. There is a discussion that the Yo-Yo at-
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tack and auto-scaling mechanism cause the Economic Daniel of Sustain-
ability (EDoS) attacks [63][9]. This paper shows that rather than the eco-
nomic effect of the attack, the Yo-Yo attack can cause substantial perform-
ance damage. During the repetitive scale-out process, which takes several
minutes due to the instance startup process [35], the cloud service suffers
from substantial performance degradation. The article shows that auto-
scaling policy configuration is an important factor to minimize the effect of
the Yo-Yo attack. So, the Yo-Yo attack can also be a type of Reduction of
Quality (RoQ) attack [36].

The article formulated the Yo-Yo attack damage. The calculation con-
sidered a Yo-Yo attack as n cycles with the duration T, on-attack and off-
attack periods of ton and to f f respectively. The power of attack assumed in
a steady state with k value, so the attack duration would be defined:
ton = Iup + Wup
to f f = Idown + Wdown
T=ton + to f f

where Iup and Idown show the scale-out and down duration, and Wup
and Wdown represent the instance warm up and warm down duration. The
article also defines a formula to calculate the performance and economic
damage Dattack(k) by a Yo-Yo attack with a power of k. The Yo-Yo attack
performance damage can be calculated via the below formula:

DYoYo
p = k ×(Iup + Wup)/T

And the performance damage can be estimated as follows, where m is
the instance number:

DYoYo
e = k ×m×(Ta - Iup)/T

Based on this study, [70] proposed a detection and mitigation system for
a Yo-Yo attack in cloud auto-scaling mechanism. A Trust-based Adversarial
Scanner Delaying (TASD) approach has been suggested. The TASD ap-
proach is inspired by two key factors. First, compared with benign users,
the Yo-Yo attacker may initiate burst requests and cause the auto-scaling
mechanism to scale-out more frequently. Moreover, the attacker shows a
large difference in request load between the scale-out and scale-in phases.
Therefore, the TASD system assigns a trust value to each client that can be
updated based on their behavior. The trust value is a Quality of Service
(QoS) for each client. So, under the QoS constraints, TASD injects certain
delays to suspicious requests in order to manipulate the response time and
deceive the attackers.

The article shows that TASD can largely decrease the number of scal-
ing as well as Yo-Yo attacks. The experiments show that using the TASD
system resulted in a decrease of 38% of attacks. Also, TASD can reduce
the number of scaling and leads to a 41% decrease in the number of scale-
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outs, compared with the non-defense environment. The experiment results
show that the interval of auto-scaling increases significantly in TASD. It
shows that the scaling interval increased from 22.22s in a non-TASD sys-
tem to 33.34s in their TASD experiment.

Implementation of the TASD system in a real cloud environment is sug-
gested as future work. The first part of this master thesis is an effort to
implement the TASD prototype in a real web service running on the AWS
cloud.

2.5.2 Yo-Yo attack in Kubernetes auto-scaling

To continue studying the Yo-Yo attack and auto-scaling, [27] did research
on the Yo-Yo attack and Kubernetes auto-scaling mechanism. The article
compares the Yo-Yo attack effect on Virtual Machines and containerized
environments. The results try to emphasize that Kubernetes has better per-
formance resilience than VM against Yo-Yo attacks, but shares a similar
vulnerability to economic damage. It represents that performance degrad-
ing by Yo-Yo attack on Kubernetes is significantly lower than of VM with
almost no packet errors. Kubernetes can spin up a pod very quickly to re-
spond to the increased traffic. It means that Iu p and Wu p are significantly
smaller than values in VM. On the other hand, the Yo-Yo VM attack results
in almost the same relative economic damage as the Yo-Yo attack causes a
Kubernetes cluster.

The article proposed an ML method to detect Yo-Yo attacks in Kuber-
netes. Time series data generated by a sample Kubernetes cluster has been
used as a primary foundation of the experiments. The incoming traffic has
been labeled in two classes Attack(1) and Regular(0). XGBoost classific-
ation algorithm has been used to detect the Yo-Yo attack in Kubernetes.
The system has been trained by observing the auto-scaling behavior under
attack and normal legitimated traffic, and the experimental data has been
collected from 21 samples. The article applies different machine learning
algorithms, but the result shows that XGBoost algorithm has high accuracy
and a lower false positive rate.

2.5.3 Yo-Yo attack in container-based environments

Viktor Danielsen at his master thesis [25] investigated the Yo-Yo attack in a
containerized environment. The article shows the result of a Yo-Yo attack-
ing a Dockerize web server running inside a custom auto-scaling mechan-
ism. A script has been developed to read statistics from a load balancer and
apply scale Docker containers accordingly.

A detection method has been introduced based on adversarial requests.
It compares the number of occurrences of a client IP address related to the
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scale-out and scale-in phases, and simply considers the IP malicious if the
number of requests in scale-out is more than the number of requests in
scale-in.
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Chapter 3

Approach

The project is an implementation of the TASD prototype solution suggested
in [70]. This section introduces the overview of the Yo-Yo attack detection
approach and describes the mitigation solution in detail.

3.1 Overview of TASD system

Figure 3.1 depicts an overview of the TASD system architecture to detect
and mitigate the Yo-Yo attack. The load balancer acts as the "traffic cop" sit-
ting in front of the auto-scaling and routing client requests across all serv-
ers capable of fulfilling those requests. It helps in a manner that maxim-
izes speed and capacity utilization and ensures that no one server is over-
worked, which could degrade performance. When a new server is added
to the auto-scaling group, the load balancer automatically starts to send re-
quests to it, and in case of scaling-in, the load balancer redirects traffic to
the remaining online servers. The TASD architecture has been designed as
a distributed system and runs as a "side-car". It means that TASD service
runs on each instance where the web application is running. Therefore,
when the system scales-out and a new instance is added to the auto-scaling
group, TASD distributed service can work as a defense mechanism, inde-
pendently.

TASD system has two main functions: detection and mitigation. The at-
tack detection module firstly determines the type of request for each user.
If it is identified as suspicious, this request will be forwarded to the second
auto-scaling group. The instances inside the second auto-scaling group run
a web service, which replies to the requests with a two-second delay. If a
request identifies as malicious, the request will be dropped directly. Other-
wise, it will be marked as normal and forwarded to the main auto-scaling
module. The next section discusses the TASD modules in more detail.
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Figure 3.1: The project architecture diagram using TASD system as a "side-
car" inside each instances of auto-scaling group.

3.2 TASD modules

According to the characteristics of the Yo-Yo attack, the attacker frequently
triggers the auto-scaling mechanism. The attacker continuously sends
burst traffic to increase the load of the system. It causes scaling out the
instances. Then attacker stops sending traffic and waits for scale-in. Sub-
sequently, compared with benign traffic, the requests from Yo-Yo attackers
frequently occur during the server overload. This feature shows that there
is a large difference in load volumes between scale-out and scale-in phases.
TASD system can detect the attack by comparing the request numbers and
cloud auto-scaling status. The detection module adds a Quality of Service
(QoS) number which is known as a trust value for each user. Therefore, the
trust value is selected based on the below indexes:

• Status of the auto-scaling.

• The difference of load volumes between scale-out and scale-in phases.

The detection module is responsible to capture received packages and
maintaining a list of trust values for all users. Firstly it checks whether the

20



user exists in the trust value database. If not, it adds a new entry for the
user IP address and initial trust value (Tinit). The module checks the auto-
scaling status and counts the request number of each user during scale-out
process. In addition, in each scale-out process, the detection module re-
cords k users that have the most requests load volume in the trust value
list. The user’s IP address and the number of requests are stored in an
array called S. Then after scaling-in, the request number of k user in the
array S compares with the current request number, if the request is loaded
down by M, the attack detection module decreases the user’s trust value
by one. Algorithm 1 shows the Pseudo code for assigning trust value by
TASD. Then, based on the trust value, the module marks different requests
as normal, malicious, or suspicious.

Algorithm 1 The Pseudo code for assigning trust value by TASD
1: for each request r do
2: if the user u in request r is not in trust value db then
3: Add user u with default trust value Tinit to trust value db;
4: end if
5: if Auto-scaling in Scale-out then
6: Ni ← number of requests for each users;
7: {S} ← k users with top t request numbers;
8: end if
9: if Auto-scaling in Scale-in then

10: for each user ui in {S} do
11: N‘i ← number of requests for ui;
12: if N‘ - N > M then
13: Update trust value of user ui with Ti = Ti -1 ;
14: end if
15: end for
16: end if
17: end for

The mitigation module is responsible for forwarding or dropping the
packets. For each received request, The TASD mitigation module checks
the trust value number of each user. As shown in the algorithm 2, if the
trust value is lower than T(suspicious), then the TASD adds a new rule
to the load balancer to forward all the requests from the specific source IP
address toward the second auto-scaling group. Moreover, a user can be
denied access by blocking its IP address in the Network Access Control
List, if the trust value is lower than T(malicious).

Considering a situation that which a benign user has a suspicious beha-
vior in a period, then the trust value assigned to the user will be decreased
wrongly, and it may cause degradation in the quality of service. This is
a bottleneck in the mitigation mechanism in the suggested algorithm 2
and may cause false-positive mitigation. To optimize the algorithm, TASD
either calculates the duration of request forwarding t f orward or denies tblock
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Algorithm 2 The Pseudo code to mitigate attack by TASD
1: for each request r do
2: if the trust value of request Ti < Tsuspicious then
3: Add user u to ALB forwarding rule;
4: end if
5: if the trust value of request Ti < Tmalicious then
6: Add deny rule for user u in VPC ACL;
7: end if
8: end for

rules. So, it keeps rules for a specific period of trelease and then increases the
trust value by one. As a result, if the user shows suspicious/malicious be-
havior, the trust value will be decreased. Algorithm 3 describes the Pseudo
code to optimize mitigation algorithm.

Algorithm 3 The Pseudo code to mitigate attack with dynamic trust value
by TASD

1: for each request r do
2: if the trust value of request Ti < Tsuspicious then
3: if t f orward for user ui > trelease then
4: Update trust value of user ui with Ti = Ti +1 ;
5: else
6: Add user s to ALB forwarding rule;
7: end if
8: if the trust value of request Ti < Tmalicious then
9: if tblock for user ui > trelease then

10: Update trust value of user ui with Ti = Ti +1 ;
11: else
12: Add deny rule for user ui in VPC ACL;
13: end if
14:

The algorithms have been developed with Python language. It has
a distributed architecture so the TASD services running on each instance
needs access to a common database. Table 3.1 lists all tables of TASD data-
base:

Table 3.1: TASD database tables’ detail
Table name description
user-trust-value List of users and assigned trust value
scaling-status The latest auto-scaling status
top-users k users with top t request numbers
suspicious-users List of users with suspicious flag
malicious-users List of users with malicious flag
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The idea behind the experiments shown in this thesis is to test how the
proposed algorithms are practical, as opposed to testing them theoretically.
This means that the tests will be run like a real business would run a Yo-Yo
attack detection system in a customer-facing cloud platform. To evaluate
the Yo-Yo attack effect and cloud auto-scaling feature, different scenarios
will be implemented. The experiments will start with a normal DoS attack
on a web service running on AWS cloud with auto-scaling. Then, a Yo-Yo
attack will be simulated on the same web service. Finally, the mitigation
solution will be applied to see how it can help to detect and prevent the
Yo-Yo attack.

3.3 Test Environment

3.3.1 AWS resources

The AWS cloud platform is used to test and simulate a Yo-Yo attack. A
simple web application has been deployed on AWS Elastic Compute Cloud
(EC2) managed by AWS Auto Scaling group. An AWS Auto scaling group
consists of a collection of Amazon EC2 instances as a logical group for the
purposes of automatic scaling and management. It also provides more fea-
tures such as health check replacements and different scaling policies. To
distribute the incoming traffic across multiple EC2 instances, AWS Applic-
ation Elastic load balancer is used. It monitors the health of its registered
targets and routes traffic only to the healthy targets.

The EC2 instances in an auto-scaling group have a path, or lifecycle,
that differs from that of other EC2 instances. The lifecycle starts when the
auto-scaling group launches an instance and puts it into service. The life-
cycle ends when the auto-scaling group takes the instance out of service
and terminates it. The Figure 3.2 shows the transitions between instance
states in the Amazon EC2 Auto Scaling lifecycle.

To evaluate and compare the DoS and Yo-Yo attacks, an AWS lunch tem-
plate without any detection system is created. The launch template is an
EC2 instance configuration template that AWS Auto scaling group uses to
launch EC2 instances. It can include the Amazon Machine Image (AMI) ID,
instance type, security group configuration, and user data script. A custom
AMI has been created to implement the non-TASD project. Amazon Linux
2 AMI (HVM) – Kernel 5 is the base image of the AMI. Figure 3.4 illustrates
the service high-level design of the AMI without any Yo-Yo attack detec-
tion system. It contains a flask web application responding to the requests
behind an Nginx web server. To Forward web server requests to the Flask
web application, the Gunicorn WSGI middleware has been configured. The
acronym "WSGI" stands for Web Server Gateway Interface, which is an eso-
teric way of saying "how a webserver communicates with Python." WSGI
and its predecessors are a form of middleware for webservers like Nginx to
serve Python apps. To provide a robust system, all the services have been
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Figure 3.2: The transitions between instance states in the Amazon EC2 Auto
Scaling lifecycle.

configured and run as systemd service. So, after spinning a new instance,
the web server will be up and running.

AWS provides a wide range of instance types for different usages [10].
Amazon EC2 T2 instance has been used in the project. T2 instances are
Burstable Performance Instances that provide a baseline level of CPU per-
formance with the ability to burst above the baseline. The main reason to
select T2 instance type is the balance of computation, memory, and net-
work resources. Moreover, the T2 instances are low-cost general purpose
instance types, and eligible for Free Tier.

Amazon EC2 security group works as a virtual firewall to the EC2 in-
stances to control incoming and outgoing traffic. Inbound rules control the
incoming traffic to the instance, and outbound rules control the outgoing
traffic from the instance. When an instance is launched, VPC assigns the
default security group to it. A default security group is named "default",
and it has an ID assigned by AWS. By default, it allows inbound traffic
from network interfaces and instances that are assigned to the same secur-
ity group and allows all outbound IPv4/IPV6 traffic. TASD project uses a
custom security group. Tables 3.2 and 3.3 show the security group details.
HTTPS has not been configured as a simplicity of implementation.
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Figure 3.3: The project architecture diagram of the deployment of non-
TASD system on AWS cloud.

Table 3.2: Security group inbound rules
Source Protocol Port number description
0.0.0.0/0 HTTP 80 http port to access web application
0.0.0.0/0 SSH 22 ssh port to connect to instance

The AWS Auto scaling has been used to activate the auto-scaling fea-
ture. It has been configured with the desired capacity of one instance with
a minimum instance of one and a maximum of five. The desired capacity
shows the number of instances that the service starts with. In case of any in-
creasing load that needs scale-out, the number of instances can be reached
up to five. After scaling-out or scaling-in instances, auto-scaling waits for
a cooldown period to end before any further scaling activities initiated by
simple scaling policies can start. The intention of the cooldown period is to
prevent the auto-scaling group from launching or terminating additional
instances before the effects of previous activities are visible. Therefore, to
have a sharp scaling, the default cooldown was set to a minimum value
equal to 30 seconds.

According to section 2.4.1, AWS provides different scaling strategies.
A simple scaling policy for Amazon EC2 auto-scaling has been configured
in the project’s experiments. With the simple scaling, scaling metrics and
threshold values for the metrics monitoring alarms that invoke the scaling
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Figure 3.4: Services high level design running on EC2 instance; Nginx web
server, Gunicorn WSGI and sample Flask web application.

Table 3.3: Security group outbound rule
Source Protocol Port number description
0.0.0.0/0 All All Allows all outbound IPv4 traffic.

process can be defined. Also, it is possible to define how the AWS Auto
scaling should be scaled when a threshold is in breach for a specified num-
ber of evaluation periods. The AWS CloudWatch is used to capture all met-
rics and trigger the AWS Auto scaling to scale-out or scale-in the instances.

Elastic Load Balancer publishes data points to Amazon CloudWatch.
CloudWatch retrieves statistics about those data points as an ordered set
of time-series data, known as metrics. Think of a metric as a variable
to monitor, and the data points as the values of that variable over time.
The metric to trigger the autoscaler is set to ELB RequestCount. The
RequestCount metric is the number of requests processed over IPv4 and
IPv6. This metric is only incremented for requests where the load balancer
node was able to choose a target. For example, HTTP 460, HTTP 400,
and some kinds of HTTP 503 and 500 are not reflected in this metric. The
metrics are checked with the evaluation period of one which is a number
of periods over which data is compared to the specified threshold in 60
seconds.

The scale-out policy is triggered if the sum of the Request Count ex-
ceeds over 1K and the scale-in policy is triggered by the sum of the Request
Count goes less than 100. The threshold values have been selected based
on the Flask application and Gunicorn WSGI workers.

3.3.2 Infrastructure as a Code

To make the implementation fast and consistence, Hashicorp Terraform
has been used as an Infrastructure as a Code solution. It helps to define
the cloud resources in human-readable configuration files. Terraform AWS
provider is used to interacting with the AWS resources. The project uses
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Terraform version 1.1.9 and Terraform AWS provider version 3.75.1.

3.3.3 External tools

To simulate a burst attack, the Locust tool has been used. Locust is an open-
source tool to run a load test on web applications. It supports running load
tests distributed over multiple machines, and can therefore be used to sim-
ulate millions of simultaneous users [13].

A Python script has been developed to send normal traffic as a benign
user. The script uses requests module to send GET requests toward the
load balancer DNS. It sends random requests in the interval of one to three
seconds.

3.3.4 TASD database

TASD is a distributed system so all the services need to access common
data. In this project, MongoDB has used a NoSQL database technology.
MongoDB database cluster has been set up on Mongo Atlas. It is a multi-
cloud database service that simplifies deploying and managing databases
while offering the versatility we need to build resilient and performant
global applications on cloud providers .

NoSQL is a generic term used to describe any data store that does not
use a legacy approach of related tables of data. NoSQL databases store data
as the objects used in applications. So, the form of the data does not need
to translate into the data taken in the code. MongoClient class of pymongo
Python library has been used in the project script.

3.4 Experiments

The mitigation solution should be used to recognize the Yo-Yo attack from
benign traffic. Before implementation of the actual solution, the behavior
of a classical DoS attack and a Yo-Yo attack on a cloud service with auto-
scaling feature will be tested. The first experiment simulates a DoS attack
on a web service running on EC2 instances inside an auto-scaling group.
Then, another test will be applied to show the effect of the Yo-Yo attack
on the same service and resources. Finally, the same Yo-Yo attack scenario
will be simulated to the web service shielded by the suggested TASD solu-
tion. The test will also evaluate the dynamic trust value feature. The project
source code and implementation can be found in the project Github repos-
itory using the below URL:

https://github.com/meraj-kashi/aws-auto-scaling-flask-app
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3.4.1 Experiment 1

The first experiment is implemented to show the effect of DoS attack on
the auto-scaling mechanism. The Locust tool has been used to send burst
traffic toward the cloud service. In the first experiment, it is configured
with the peak number of concurrent 10 users and a spawn rate of two users
per second. It means that when Locust starts sending burst traffic with this
configuration, it will spawn two new users every second until it fulfills the
total number of 10 users to simulate.

3.4.2 Experiment 2

The second experiment focuses on the simulation of a Yo-Yo attack on a
cloud service with auto-scaling feature. The Locust tool has been used to
send burst traffic toward the cloud service. It is configured with the peak
number of concurrent 10 users and a spawn rate of two users per second. It
means that when Locust starts sending burst traffic with this configuration,
it will spawn two new users every second until it fulfills the total number
of 10 users to simulate. According to [2], the attacker should approximate
the auto-scaling state and configuration in order to maximize the damage.
The attacker can send prob requests and compare response time to detect
the scale-out status. The same technique is suggested to detect scale-in. The
suggested solution has been implemented to detect scaling intervals in this
experiment. A Python script has been developed to send probe requests
and store response time.

3.4.3 Experiment 3

This is the actual experiment to test the Yo-Yo attack detection and mit-
igation system. The experiment focuses on whether the TASD system is
able to differentiate malicious Yo-Yo traffic from benign traffic. The system
is made to evaluate traffic requests’ numbers and added a trust number
to each client based on the algorithm 1 and 2. Figure 3.5 shows the ex-
periment architecture diagram. In the algorithm 1, Tinit is set to 10, and
M is configured to 100 to update the trust value. Also in the algorithm 2
Tsuspicious and Tmalicious thresholds set to 7 and 5 respectively.

Using Terraform modules helps to deploy a new solution quickly. A
new EC2 AMI running the TASD service has been created. TASD python
code run as a systemd service in the background. Figure 3.6 illustrates the
services inside the EC2 AMI and figure 3.7 shows the distributed TASD
system overview.

The Locust tool has been used to send burst traffic toward the cloud
service. It is configured with the peak number of concurrent 10 users and a
spawn rate of two users per second. It means that when Locust starts send-
ing burst traffic with this configuration, it will spawn two new users every
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second until it fulfills the total number of 10 users to simulate. During the
experiment, sending and stopping burst traffic to simulate the Yo-Yo attack
have been done manually. To simulate the benign traffic, a Python script
has been developed to send GET requests to the web service in a random
interval between 1-5 seconds. The Python script runs in an instance run-
ning in ALTO cloud (Oslomet Openstack Cloud).

Figure 3.5: The project architecture diagram of the deployment TASD
system on AWS cloud.

3.4.4 Experiment 4

This experiment is implemented to test the dynamic trust value feature.
The original TASD system could add a trust value to each client based on
the number of requests. According to section 3.2, the original TASD system
introduced by [70] may have a false positive error. To optimize the perform-
ance of assigning the trust value, the algorithm 2 is modified to algorithm 3.

TASD system has been deployed using the AMI created in the previous
experiment. The Locust tool has been used to send burst traffic toward the
cloud service. It has been configured with the peak number of concurrent
10 users and a spawn rate of two users per second. It means that when
Locust starts sending burst traffic with this configuration, it will spawn
two new users every second until it fulfills the total number of 10 users to
simulate. In the algorithm 1, Tinit is set to 10, and M is configured to 100
to update the trust value. Also in the algorithm 3 Tsuspicious and Tmalicious
thresholds set to 7 and 5 respectively. The waiting time to increase the trust
value, trelease, is set to 15 minutes.

During the experiment, sending and stopping burst traffic to simulate

29



Figure 3.6: TASD services high level design running on EC2 instance in-
cluding Nginx web server, Gunicorn WSGI, sample Flask web application
and TASD as a side-car service.

the Yo-Yo attack have been done manually. To simulate the benign traffic, a
Python script has been developed to send GET requests to the web service
in a random interval between 1-5 seconds. The Python script runs in an
instance running in ALTO cloud (Oslomet Openstack Cloud).
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Figure 3.7: TASD services high level design running inside AWS auto-
scaling group.
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Chapter 4

Results

This chapter shows the result of the experiments. From the first experiment,
we will see the effect of the DoS attack on a web service running in AWS
Auto scaling. The second experiment result shows the difference between
the DoS and Yo-Yo attacks. Finally, the experiment result of the TASD sys-
tem will be proposed. The result will investigate, to a certain degree, if the
proposed algorithms are able to deal with mitigating Yo-Yo attacks.

4.1 Experiment 1

4.1.1 DoS attack and auto-scaling

The first experiment was a DoS attack attempt on a web service running on
an EC2 instance inside AWS Auto scaling group. Locust sent burst traffic to
the AWS Application Loadbalancer DNS record. Figure 4.1 shows the total
requests per second sent with Locust as a DoS attack traffic. The graph has
been plated based on the data generated by Locust.

Figure 4.1: Total requests per second sent from Locust as a burst traffic.

AWS CloudWatch metric enabled to capture metrics from AWS Applic-
ation Load balancer. RequestCount metric is the number of requests pro-
cessed over IPv4 and IPv6. This metric is only incremented for requests
where the load balancer node was able to choose a target. The statistics are
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set to sum according to the AWS recommendation [24]. Figure 4.2 shows
the sum of the requests received by each instance in a target group assigned
to the load balancer. The red line shows the threshold set as a scale-out trig-
ger for the auto-scaling policy.

Figure 4.2: The sum of requests received by each instance in a target group
assigned to the Load balancer.

Amazon EC2 publishes data points to CloudWatch that describe the
auto-scaling instances. The metrics are available at one-minute intervals. In
the project experiment, two metrics from auto-scaling have been observed.
The GroupInServiceInstances metric is the number of instances that are
running as part of the auto-scaling group. This metric does not include
instances that are pending or terminating. So, to calculate the instance
warming time, another metric called GroupDesiredCapacity was also
observed. It shows the number of instances that the auto-scaling group
attempts to maintain. The interval for Amazon EC2 instance monitoring is
configurable. Figure 4.3 shows both metrics. The graph obviously shows
the time takes from deploying an EC2 instance until the service is getting
up.

Figure 4.3: Auto-scaling group instance count including the in-service and
desired capacity.
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4.2 Experiment 2

4.2.1 Yo-Yo attack and auto-scaling

The second experiment was a Yo-Yo attack on a web service running on an
EC2 instance inside AWS auto-scaling group. Locust sent burst traffic to
the AWS Application Loadbalancer DNS record. Figure 4.1 shows the total
requests per second from Locust as Yo-Yo attack traffic. The graph has been
plated based on the data generated by Locust.

Figure 4.4: Total requests per second sent from Locust as a burst traffic.

Figure 4.5 shows the sum of the requests received by each instance in a
target group assigned to the load balancer. The red line shows the threshold
set as a trigger for the auto-scaling policy.

Figure 4.5: The sum number of requests received by each instance in a
target group assigned to the Loadbalancer.

Figure 4.2.1 presents the number of in-service and desired EC2 in-
stances in the auto-scaling group during the experiment.

4.2.2 Attacker probe response time

Based on the experiment description, the attacker sent a prob request to
detect the scaling status. As the auto-scaling policy has been configured
to scale based on the Request Count, then the response time of the probe
requests was stable during the test. Figure 4.7 illustrates the response time
from the probe request in milliseconds.
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Figure 4.6: Auto-scaling group instance count including the in-service and
desired capacity.

Figure 4.7: Response time from web service running on EC2 to the probe
requests.

4.3 Experiment 3

4.3.1 TASD

In this experiment, a TASD system was run to detect and mitigate the Yo-
Yo attack. In each simulation test, TASD considers each user to be benign
and initializes the trust value of each user equal to 10, and the middle and
minimum trust values are set to below seven and five respectively. Trust
value was updated if the number of requests for the users in the high user
set increased by 100 packets in scale-in. When the trust value of a user is
lower than seven, TASD will consider the request from this user as suspi-
cious and shift traffic to the second auto-scaling group. If the trust value
of each user is lower than 5, TASD will consider the request from this user
as malicious, and AWS VPC Access Control List (ACL) deny rule will be
added for this specific user IP address.

Figure 4.8 illustrates the number of requests sent via Locust as an at-
tacker toward the web application. The figure shows the AWS ALB traffic
shifting and VPC ACL blocking IP address moments. Moreover, figure 4.9
shows the median response time from the web application captured by the
attacker. The response time from instances running in auto-scaling group
1 is around 200 milliseconds. After decreasing the trust value to below 7,
the traffic has been shifted toward the second auto-scaling group. As the
web application was configured to respond with a two-second delay, the
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response time doubled to 400 milliseconds. Finally, the trust value reached
lower than 5, and the IP address was blocked in the AWS VPC ACL.

Figure 4.8: Total requests per second sent from Locust as a burst traffic.

Figure 4.9: Web service response time from attacker side view.

Figure 4.10 presents the trust numbers assigned to the attacker during
the experiment. It shows that the trust value of the attacker decreases as
the number of updates performed by TASD increases. The trust value of
the attacker dropped sharply and it can help the TASD system quickly mit-
igate the attack.

Figure 4.11 shows the sum of the requests received by each instance in a
target group assigned to the load balancer. The red line shows the threshold
set as a scale-out trigger for the auto-scaling policy.

TASD system decides to send traffic toward the auto-scaling group
based on the trust value assigned to the clients. Figure 4.12 shows the
number of in-service instance in auto-scaling group 1. The web application
running inside this auto-scaling group is the main service for the clients.
The figure shows that after shifting traffic toward the second auto-scaling
group, the scaling is in a stable status. Figure 4.13 illustrates the number
of instances inside the second auto-scaling group. Although the Yo-Yo
attack causes scaling oscillation in the second auto-scaling, the main service
running in the first auto-scaling is kept normal and stable.
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Figure 4.10: Trust value assigned to the attacker IP address during the
experiment.

Figure 4.11: The sum of requests received by each instance in a target group
assigned to the Loadbalancer.

4.4 Experiment 4

4.4.1 An optimization to TASD

As discussed in the section 3.2, the TASD solution may have a false positive
error. If a benign user has malicious behavior for a while, TASD decreases
trust value wrongly and it can cause service impact on the benign end user.
The experiment has been done to evaluate the algorithm 3 for TASD optim-
ization.

Figure 4.14 illustrates the number of requests sent via Locust as an
attacker toward the web application. The figure shows the AWS ALB traffic
shifting and VPC ACL blocking IP address moments. TASD calculates the
trust value of each user and decides to send traffic to the correct auto-
scaling group or block the request. The blocking interval was set to 15
minutes. It means that the TASD increases the user trust value after 15
minutes of normal behavior. 4.15 shows the trust value of the attacker
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Figure 4.12: Number of in-service instances in auto-scaling group 1.

Figure 4.13: Number of in-service instances in auto-scaling group 2.

during the experiment.

Figure 4.14: Total requests per second sent from Locust as a burst traffic.

4.16 illustrates response time of the attacker requests. It shows the re-
sponse time from the instances inside the first auto-scaling group is approx-
imately 200 milliseconds, and then the traffic shifted toward the second
auto-scaling. As a result, the response time increased to 400 milliseconds.
Then, the traffic is blocked by decreasing the trust value.
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Figure 4.15: Trust value assigned to the attacker IP address during the
experiment.

Figure 4.16: Web service response time from attacker side view. The gap in
the graph shows the blocking interval.
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Chapter 5

Discussion

This chapter discusses the advantages and disadvantages of the presented
TASD solution to detect and mitigate the Yo-Yo attack and its results. Em-
phasis is put on the strengths and weaknesses of the system and how cred-
ible the results are. Also, the section presents future works and changes
that should be applied to ensure an optimal solution.

5.1 DoS/DDoS attack and cloud auto-scaling

Cloud auto-scaling mechanism helps cloud services to meet the demands
a workload makes for resources in order to maintain availability and
performance as utilization increases. Sending bursts of traffic via DoS or
DDoS attacks causes an increased load on the cloud services. If the auto-
scaling policy has been configured to react properly based on the load
increment, it can scale-out or scale-in the instances to support the amount
of load. The auto-scaling policy allows the client to use scaling plans to
configure a set of instructions for scaling their resources. During the project
experiment, AWS Auto scaling policy was configured to use the Incoming
Request Count metric. Also, the maximum instance number was set to five.
In this case, as shown in figure 4.3, the instances increased to maximum
capacity during the test. After reaching to maximum instance size, then the
response time from the web application increased due to overwhelming
the service. It means that the auto-scaling is not a solution to mitigate
DoS/DDoS attacks.

5.2 Yo-Yo attack and cloud auto-scaling

The term Yo-Yo attack is due to oscillation from the on-attack to the off-
attack phase. The experiment proved that the Yo-Yo attack can causes os-
cillation on instances inside the auto-scaling group. Figure 4.2.1 shows the
instance oscillation during the experiment. The graph illustrates the time
interval between the in-service instance and desired capacity. The interval
was nominated as warming time. The warming time of scale-out is the time
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that it takes to get ready to function and the warming time of scale-in is the
time that an instance allocates to close all services and release resources.
4.2.1 shows that the warming time plays a major role in the damage, es-
pecially with the simple auto-scaling policy. Whenever the scaling metric
threshold was selected close to the maximum capacity of the web applica-
tion, the service degraded during scale-out because of warming time.

One approach to tackle the issue is to minimize the warming time. It
is not capable for all scenarios, because some services take time to initial-
ize. Another approach can be scale-out in two steps. It means that the
auto-scaling increases the number of instances by two. A bottleneck for
this option is to keep some unused capacity available for quick response.
Under this approach, the user pays for the unused machines all the time.
Another option is to scale-out early and scale-in slowly. In another word,
there is no rush to scale-in the instance immediately.

The experiment also shows that using a probe request can not detect the
scaling status necessarily. As the auto-scaling policy has been configured
to scaling based on the Request Count, then the response time of the probe
requests was stable during the test and it did not help the attacker to detect
the scaling. As the auto-scaling policy has been configured to scale based
on the Request Count, then the response time of the probe requests was
stable during the test.

5.3 Yo-Yo attack and TASD solution

This project is an implementation of a Yo-Yo attack detection and mitigation
system. The mitigation system consists of two modules to detect and mitig-
ate the attack. Algorithm 1 is used in the detection module. The algorithm
builds on the idea that the attacker sends burst traffic during scale-in and
stops sending traffic in scaling-out. The concept of the trust value assigned
to each user is a kind of user QoS (Quality of Services) implementation.

In a Yo-Yo attack, the attacker checks the response time from a probe re-
quest to check the cycle of scaling-out and scaling-in of the service. The
experiment shows that if the metric threshold selects properly, then the
response time is stable during scaling. Therefore, auto-scaling can break
the cyclical nature of the attacker’s probe request which prevents attackers
from inferring the state of the auto-scaling mechanism.

TASD detection module works based on the difference between the user
request number in scale-out and scale-in. The M value in the algorithm 1 is
the difference value. It is important to select the proper value for M based
on the client’s cloud services workload. The value should be configured
after analyzing the historical behavior of the users. The wrong value of M
can cause extremely high false-positive errors.
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TASD mitigation module can decrease the number of Yo-Yo attacks as
well as the number of scaling. Figure 4.2.1 shows the instance scaling status
for a non-TASD solution. It shows that during the Yo-Yo attack, instances
cycle continuously. The same experiment on a system with the TASD solu-
tion shows that the scaling status is getting stable after detecting the attack
and blocking the attacker. Figure 4.12 illustrates that after forwarding the
traffic to the second auto-scaling group, as a defense mechanism, the num-
ber of instances stays at the stable status. According to the algorithm 2,
forwarding to the second auto-scaling helps clients to continue their main
workloads on the main servers. Moreover, the TASD can block the mali-
cious server at the VPC level. Blocking at the VPC level helps to prevent
increasing load on the load balancer. Therefore, TASD can efficiently mit-
igate the request load on the web application running on the cloud.

Algorithm 3 added an optimization to the initial TASD solution. To
decrease the false-positive error of detecting a normal user as a suspicious
or malicious user, TASD can update the trust value dynamically. The
mitigation module can increase the trust value of a user after an interval.

5.4 Yo-Yo attack and Cost

One of the main discussions regarding the Yo-Yo attack and auto-scaling
is the economic penalty. The Yo-Yo attack victim needs to pay for the
extra resources required to process the bogus traffic and resources, which
provide no real benefit to the victim. The cloud users also may affect
the financial loss indirectly because of performance degradation and then
causes the quality of services decrement.

5.5 Future Work

This section will address possible future work, which can make the ap-
proach presented in this thesis more robust when it comes to Yo-Yo at-
tacks detection and mitigation. The implementation of the project was a
Proof of Concept. According to section 3.2, the TASD detection module
is a Python code that reads Nginx log files to capture request informa-
tion. Cloudflare has published new open-source projects called LuaJIT and
OpenResty [44]. Lua is the embeddable scripting language, which provides
meta-mechanisms for implementing features, instead of providing a host of
features directly in the language [4]. Cloudflare introduces a Just-In-Time
compiler for the Lua language. LuaJIT has been used as a scripting mid-
dleware with a good performance in network applications [5]. OpenResty
is a full-fledged web platform that integrates an enhanced version of the
Nginx core and an enhanced version of LuaJIT. It is designed to help de-
velopers easily build scalable web applications, web services, and dynamic
web gateways. OpenResty can be integrated with remote backend data-
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base like MySQL, PostgreSQL, Memcached and Redis [6].

The database is one of the key components of the TASD project. As the
TASD is a distributed system, it needs access to a common database. Using
an in-memory database is a good option to continue with. For example,
Redis can provide ingest and query time series of data. It supports a high
volume of interactions with a low read latency [59]. Moreover, the Redis
INCR command is used to increment the integer value of a key by one.
These are some examples of how to improve the database performance in
the TASD system.

Rather than optimizing the current approach, implementing a machine
learning solution can improve the detection method. Machine learning
may include two steps: feature extraction and model detection. In the fea-
ture extraction stage, the Yo-Yo attack traffic characteristics with a large
proportion should be extracted by comparing the data packages classified
and auto-scaling status. In the model detection stage, the extracted features
are used as input features of machine learning, and a proper algorithm is
needed to train the attack detection model.
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Chapter 6

Conclusion

This master thesis project investigated on auto-scaling mechanism in cloud
technology and how the auto-scaling is vulnerable to DoS/DDoS and Yo-
Yo attacks. It is observed that sending burst traffic toward a service inside
an auto-scaling group as a DoS attack causes scaling-out the instances. The
scaling policy defines how to mitigate the load increment. Selecting the
proper metrics, scale-out and scale-in interval and scaling strategy are im-
portant factors in the attack mitigation. In the other words, auto-scaling
is a very powerful tool, but it can also be a double-edged sword. Without
the proper scaling configuration and testing it can cost cloud users a lot.
So, auto-scaling in cloud is not a remedy for DoS/DDoS attacks, and it is a
trade of performance and cost.

Due to the mentioned characteristics of the auto-scaling, the Yo-Yo at-
tack has appeared. The experiments showed that the Yo-Yo attack toward
auto-scaling causes both performance and cost problems for cloud users.
The oscillation between scale-out and scale-in status and having a high
warm-up interval for instance can affect the service performance. On the
other hand, The cloud user needs to pay the cloud infrastructure provider
for the extra resources required to process the bogus traffic and resources,
which provide no real benefit to the victim. It opens the question of how to
detect and mitigate the Yo-Yo attack. This thesis was an implementation of
the suggested Trust-based Adversarial Scanner Delaying (TASD) solution
at [70] to detect and mitigate Yo-Yo attacks. The approach has been tested,
and optimization has been applied to the initiate algorithms.

The TASD system assigns a trust value to each user and updates the
trust value based on the clients’ behavior. As a defense approach, based on
the trust value of each user, it can forward traffic toward a delayed system
or deny access to the user completely. The project has been implemented
on the AWS cloud services and the results show that the TASD system can
detect and mitigate the Yo-Yo attack. To decrease the false-positive error in
the TASD system, we recommended adding a dynamic trust value that can
increase or decrease based on the user behavior.
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