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1 Summary of the project

With the recent developments of Internet of Things (IoT) and cloud-based tech-
nologies, massive amounts of data are generated by heterogeneous sources and
stored through dedicated cloud solutions. Often organizations generate much
more data than they are able to interpret, and current Cloud Computing tech-
nologies cannot fully meet the requirements of the Big Data processing applica-
tions and their data transfer overheads [1]. Many data are stored for compliance
purposes only but not used and turned into value, thus becoming Dark Data,
which are not only an untapped value, but also pose a risk for organizations [3].
To guarantee a better exploitation of Dark Data, the DataCloud project!?
aims to realize novel methods and tools for effective and efficient management
of the Big Data Pipeline lifecycle encompassing the Computing Continuum.
Big Data pipelines are composite pipelines for processing data with non-
trivial properties, commonly referred to as the Vs of Big Data (e.g., volume,
velocity, value, etc.) [4]. Tapping their potential is a key aspect to leverage Dark
Data, although it requires to go beyond the current approaches and frameworks
for Big Data processing. In this respect, the concept of Computing Continuum
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extends the traditional centralised Cloud Computing with Edge!* and Fog!®
computing in order to ensure low latency pre-processing and filtering close to
the data sources. This will prevent to overwhelm the centralised cloud data
centres enabling new opportunities for supporting Big Data pipelines.

2 Objectives and Expected Results

The main objective of the project is to develop a software ecosystem for managing
Big Data pipelines on the Computing Continuum. The ecosystem consists of
new languages, methods and infrastructures for supporting Big Data pipelines
on heterogeneous and untrusted resources. Six lifecycle phases are covered:

1. Pipeline discovery concerns discovering Big Data pipelines from various data
sources.

2. Pipeline definition deals with specifying pipelines featuring an abstraction
level suitable for pure data processing.

3. Pipeline simulation aims to evaluate the performance of individual steps to
test and optimise deployments.

4. Resource provisioning is concerned about securely provisioning a set of (trusted
and untrusted) resources.

5. Pipeline deployment is concerned with deployment of pipelines across the
provisioned resources.

6. Pipeline adaptation deals with optimised run-time provisioning of computa-
tional resources.

The ecosystem separates the design-time from the run-time deployment of
pipelines and complements modern serverless approaches [2]. A set of research
challenges related to each pipeline phase will be tackled within the project,
such as the advancement of process mining techniques to learn the structure
of pipelines, the definition of proper DSLs for pipelines, novel approaches for
pipeline containerisation and blockchain-based resource marketplaces, etc.

The expected impact of DataCloud is to lower the technological entry barri-
ers for the incorporation of Big Data pipelines in organizations’ workflows and
make them accessible to a wider set of stakeholders regardless of the hardware
infrastructure. To achieve this, DataCloud will validate its results through a
strong selection of complementary business cases offered by four SMEs and a
large company targeting higher mobile business revenues in smart marketing
campaigns, reduced live streaming production costs of sport events, trustworthy
eHealth patient data management, and reduced time to production and better
analytics in Industry 4.0 manufacturing.
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14 Edge Computing is a paradigm that brings computation and data storage closer to
the location where it is needed to improve response times and save bandwidth.

15 Fog Computing uses edge devices to carry out a substantial amount of computation,
storage, and communication locally and routed over the Internet backbone.
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