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Abstract

In engineering practice, the design of structural elements is a repetitive task that has proven to 
be difficult to fully automate. This is mainly because of the complex relations of the design 
variables and the multiple strength and other requirements that must be fulfilled based on code 
provisions to ensure safety and endurance, usually under extreme loading conditions or harsh 
environments. An optimal design can be defined as a set of values for the design variables that
correspond to the optimal performance of the structural element in terms of a given criterion,
usually related to the minimization of cost, while also satisfying all constraints related to 
strength, serviceability, functionality and safety. Such a design problem can be formally written 
as a function that maps a structural element, under given loading conditions, into a unique 
optimal design. In recent years, Artificial Neural Networks (ANN) have been adopted as a pow-
erful strategy to solve complicated regression and classification problems where the underlying 
mapping function is generally unknown and difficult to formulate analytically. The ANN learns 
patterns contained in large databases through an automated process called training and uses 
that information to make highly accurate predictions. In the present study, a methodology that 
uses ANNs for the optimal design of structural elements is developed and applied to the design 
of reinforced concrete (RC) isolated footings under axial loading. First, a Genetic Algorithm 
is employed for the generation of the training dataset for the ANN, which includes RC footing 
designs that are optimized in terms of the material cost. Then, the ANN is trained and finally 
asked to produce new optimal designs for new sets of input parameters. Parametric tests are 
performed to determine the required size of the dataset and the most suitable network architec-
ture. The results show that the accuracy of the prediction is very good, especially when larger 
datasets are used. It is shown that training an ANN to design structural elements is a viable 
option that gives acceptable solutions quickly, requiring extremely low computational cost. 
Furthermore, it is highlighted that good results can be obtained using a simple ANN architec-
ture and a relatively small training dataset.
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1 INTRODUCTION
In engineering design practice, the traditional trial and error approach is still widely adopted 

and used worldwide. This is because of the difficulties in applying an efficient and effective 
automated design process, due to the complex relations of the design variables and the multiple 
strength and other requirements that must be fulfilled based on code provisions to ensure safety 
and endurance, usually under extreme loading conditions or harsh environments. 

In the traditional approach, the dimensions and other important properties of a structural 
element are proposed based on the empirical experience of the engineer. The proposed design 
is then subjected to a rigorous check, usually on the computer, to determine if it fulfills all the 
strength, safety and other requirements provided in the regional building code. If for any reason 
the design is not satisfactory, then the designer must propose new dimensions or other new 
properties and repeat the process. On the other hand, when the design turns to be satisfactory 
and an acceptable solution has been achieved, perhaps the designer will try to optimize it by 
trying smaller dimensions or other adjustments, to reduce the cost while also maintaining safety. 
In either case, most of the times the design process is done manually multiple times, which is 
inefficient, time consuming, and may not reach the “real” optimal solution. Nevertheless, the 
traditional methods are quickly changing towards more efficient and robust soft computing 
strategies [1]. 

Coello Coello et al. [2] presented a GA-based optimization model for the design of rectan-
gular reinforced concrete beams subject to a specified set of constraints. Moayyeri et al. [3] 
investigated the cost-based optimum design of reinforced concrete retaining walls considering 
different methods of bearing capacity computation, using Particle Swarm Optimization (PSO). 
Solorzano and Plevris [4] employed a genetic algorithm (GA) with a dominance-based tourna-
ment selection technique for the design of reinforced concrete rectangular-shaped isolated foot-
ings in accordance with the American Concrete Institute ACI 318-19. Rojas et al. [5] studied 
the optimal design for rectangular isolated footings using the real soil pressure showing that the 
optimal design is more economical and more precise with respect to the traditional design, be-
cause standard design is done by trial and error. 

Other than optimization, NN-based techniques have also been proposed for both the analysis 
and the design of structural elements [6]. Haque [7] investigated the suitability of an Artificial 
Neural Network for modeling a preliminary design of reinforced concrete beam-column. Mo-
radi and Hariri-Ardebili [8] presented the results of a comprehensive study on different exper-
imental models for steel plate and reinforced concrete shear walls, where they developed a 
predictive meta-model based on ANN, capable of forecasting the responses for any desired 
shear wall with good accuracy. Nazir et al. [9] studied the application of ANN as a tool for 
predicting bearing capacity of spread foundations in cohesionless soils. Afaq et al. [10] em-
ployed ANNs and general regression analysis for the prediction of the properties of FRP-
confined concrete cylinders. Plevris and Asteris [11] presented a novel method with applying 
ANNs to approximate the failure surface for brittle materials such as masonry, under biaxial 
compressive stress. 

2 METHODOLOGY
In the present study, the idea of employing ANNs to predict the outcome of the optimal 

design of structural elements is explored. Specifically, the methodology is applied to the struc-
tural design of rectangular-shaped reinforced concrete isolated footings. A large database of 
optimally-designed isolated footings is created and used to train an ANN. After the training is 
completed, the ANN is able to “predict” the design of any footing (withing the training domain) 
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fast, with relatively low computational effort. A scheme of the proposed implementation is 
given in Figure 1. 

Figure 1: Implementation scheme. 

The database required for training the network is generated using a Genetic Algorithm (GA). 
The design procedure and the application of the optimization algorithm to obtain optimal design 
results have been the subject of another study by the authors [4]. Now the same procedure is 
implemented for the generation of the dataset, based on design results obtained using the opti-
mization procedure. After the ANN is trained, it is able to provide new design results, for dif-
ferent input parameters. The primary focus of the study is to investigate the accuracy of the 
ANN predictions, i.e. the quality of the final ANN-based design results and whether they are 
suitable for real-world practical applications. This is investigated together with the needed size 
of the training database to obtain these results, and the most suitable network architecture. The 
code has been written in Python where the Tensorflow and Keras frameworks are employed to 
implement the described methodology. The methodology has the potential to be used for the 
design of other types of elements such as walls, columns beams and connections. 

2.1 Problem definition
A concrete isolated footing is a structural element that is part of the foundation of a building. 

These elements are usually built of reinforced concrete and their purpose is to support the col-
umns of a structure and redistribute their weight into a larger area of the supporting soil, there-
fore, providing a stable base in which the construction can stand firmly. The design of the 
footing depends on a set of local parameters such as the magnitude of the load that the attached 
column is carrying, the maximum allowable pressure that the soil can withstand at that partic-
ular location and the resistance of the materials used for its construction. For simplicity, in this 
study we only consider rectangular shaped footings with concentric axial load. 

The design problem is to find the proper dimensions of the concrete slab and the amount of 
steel reinforcement required to safely resist all the internal stresses developed while following 
the current accepted material strength theories adopted in the regional building design code. In 
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this study, a set of 5 input and 5 output variables are established to describe the problem, as 
seen in Figure 2 and Table 1. 

Figure 2: Schematic representation of (a) Inputs and (b) Outputs. 

Type Variable Description

Input 

Cx Size of the column along the x direction 
Cy Size of the column along the y direction 
f΄c Compressive strength of the concrete 
qa Allowable pressure of the soil 
Fz Axial load of the column 

Output 

Lx Dimension of the footing along the x direction 
Ly Dimension of the footing along the y direction 
t Thickness of the footing 

Asx Area of steel parallel to the x direction 
Asy Area of steel parallel to the y direction 

Table 1: Description of the inputs and outputs of the problem. 

2.2 Creating the Training Database
The databases used to train the ΑNNs consist of several optimally-designed isolated footings 

that are created with an optimizer. The optimizer uses a Genetic Algorithm [4] to compute the 
optimal design of rectangular footings in accordance with the strength requirements and safety 
guidelines provided by the American Concrete Institute in the ACI 318-19 [12]. A single-ob-
jective function is defined where the goal is to minimize the total cost of the footing and an 
equality constraint enforces the safety and strength requirements provided in the ACI 318-19. 
A more detailed description of the optimization methodology can be found in a previous pub-
lication of the authors [4]. 

Every footing in the database is denoted as a datapoint or a sample consisting of 5 input 
values and 5 output values. To generate each sample, the 5 required input values are randomly 
generated inside a specific domain delimited by an upper and a lower bound. The lower and 
upper bounds of each design variable are described in Table 2, where Pmax is the maximum 
compressive force that the column can withstand according to ACI 318-19. The adopted ran-
dom sampling technique for the inputs is simple and works well for a small number of design 
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variables. The efficiency of the methodology can be further improved by using a better and 
more advanced sampling technique, such as Latin Hypercube Sampling [13] or others. 

Variable Lower Bound Upper Bound
Cx 40 cm 120 cm 
Cy 40 cm 120 cm 
f΄c 25 MPa 40 MPa 
qa 200 kPa 1000 kPa 
Fz 0.10∙Pmax 0.95∙Pmax 

Table 2: Upper and lower bounds of the input variables. 

After all the inputs are randomly generated within the design space, the design vector is 
processed by the optimizer to obtain the optimal design. The optimal design is defined as the 5 
output values that produce the footing with the lowest cost while also complying with all the 
ACI-318 requirements for the given set of 5 input values. The described procedure is repeated 
until the desired number of samples is obtained. The dataset can be visualized as a table of 10 
columns, where each row is a sample (an optimally designed footing). The first 5 columns 
correspond to the input values and the next 5 columns are the output values. 

It is known that the accuracy of ANN predictions in general increases with the size of the 
training database. One of the aims of the present study is to determine the needed size of the 
database, i.e. the number of database points required to achieve reliable predictions from the 
ANN. For that reason, 6 datasets are generated. Each database contains a different number of 
samples for training, starting from 500, to 1000, 2000, 4000, 8000 and 16,000. Additionally, a 
dataset of 100 random samples is also generated that will be used for the validation process 
which will be explained in the following sections. 

2.3 Neural Network Architecture
In the recent decades, Artificial Neural Networks have become widely adopted given their 

ability to solve complex regression and classification problems. The main idea is that an ANN 
can learn the patterns contained in large databases through an automated process called training 
[14]. The learned patterns resemble a digital form of “knowledge” which can be used to make 
highly accurate predictions without the need of a complex mathematical model. 

An Artificial Neural Network is a collection of interconnected units referred as artificial 
neurons that resembles the basic structure of biological neurons that constitute animal and hu-
man brains. A biological Neural Network receives an input signal which is processed through 
the interconnected neurons to produce an output signal. In the same way, an ANN receives 
some numeric input values that are processed by the artificial neurons to produce a numeric 
response [15]. 

There are various types of ANN depending on the type of problem to be solved. For this 
study, the selected network type is a backpropagation neural network (BPNN). The architecture 
of BPNNs is relatively simple but still very efficient for regression problems [16]. The BPNN 
is composed of several layers and each layer has a specific number of neurons. The neurons of 
the first layer are connected to the ones of the second layer, which in turn are connected to the 
ones of the third layer, and so on. The very first layer and the last layer are known as input and 
output layers, respectively, while the other layers are called “hidden layers”. The notation used 
to denote the layer composition is generally as follows: 
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N – H1 – H2 – … – HL-1 – M, 
where N denotes the number of neurons in the input layer (number of inputs), Hi stands for 

the number of neurons in the i-th (hidden) layer, M is the number of neurons in the output layer, 
and L is the total number of layers, including the output layer but excluding the input layer. For 
example, a 2-3-3-2 BPNN consists of an input layer with 2 neuron, 2 hidden layers with 3 
neurons each, and an output layer with 2 neurons, as seen in Figure 3.  

Figure 3: A 2-3-3-2 BPNN. 

The mechanism in which the input information is fed to the neural network to obtain the 
corresponding response is commonly known as feedforward process [17]. It starts by setting 
some input values into the corresponding neurons at the input layer. Then, moving forward to 
the first hidden layer, a weighted summation of the neural values from the previous layer with 
a corresponding connectivity weight is performed. The result of this operation is processed by 
an activation function to obtain the neural values at the current layer. The procedure is repeated, 
layer by layer, until the values at the output neurons are obtained. The process is illustrated in 
Figure 4 to compute the output value at the output neuron labeled as “O” which is connected to 
3 neurons from the previous (hidden) layer. 

Figure 4: A simple ANN example. The weighted summation is illustrated for the output neuron O. 

The operation can be written in matrix form as follows: 

z bW p  (1) 

1 2 3w w wW (2) 

1 2 3
Tp p pp (3) 
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O z bW p  (4) 

Where O is the output of the output neuron, p is a row vector with the values of the neurons at 
the previous layer; W is the weight vector that connects this output neuron with the previous 
layer; and b is a bias neuron that is added to the weighted summation to form the input for the 
activation function σ.  

Activation functions are used to add non-linearity into the neural network and to facilitate 
the training process in which the gradient of the model parameters must be computed. Addi-
tionally, they help to restrict the neuron values to a certain limit providing stability to the net-
work. Therefore, the activation functions are usually simple, continuous, and differentiable. 
Among the most commonly used activation functions are the Linear, ReLu and Sigmoid func-
tions. Figure 5 presents the Relu and the Sigmoid activation functions. 

(a) (b) 

Figure 5: ReLu (a) and Sigmoid (b) activation functions, plotted from -10 to 10. 

In this study, several different architectures of BPNNs are tested, as shown in Table 3. As 
the number of layers and neurons increases, so does the computational demand of the training 
phase. The selected architectures are chosen in an attempt to discover how the number of neu-
rons and layers affects the ANN accuracy and the total training time. 

BPNN No of hidden layers Architecture
NN1 1 5-24-5 
NN2 2 5-12-12-5 
NN3 1 5-48-5 
NN4 2 5-24-24-5 

Table 3: ANN architectures used for training and testing. 

2.4 Training Procedure
The training involves a highly iterative process in which the weights of the network (and the 

biases) are progressively adapted to minimize the error and increase the accuracy of the ANN 
predictions. The accuracy is measured by comparing the ANN predicted output with the real 
known output (commonly referred as ground truth). In this study, the mean squared error is 
used as accuracy metric and is expressed as follows: 
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2

1

1 n

i i
i

C T p
n

 (5) 

where Ti is the known output; pi is the predicted value; and n is the number of data points. The 
above equation corresponds to the case with only one output neuron, i.e. a single output value 
for the network. For multiple neurons in the output layer (i.e. multiple output values), a double 
summation is needed together with the calculation of the average one time in the end. 

Each time that the full dataset values have been fed to the network is called an “epoch”. At 
every epoch the data is randomly subdivided into smaller subsets known as batches [18]. Every 
batch is then fed to the neural network and the error at the output neurons is obtained with the 
specified error function. Now, the idea is to determine the gradient or the rate of change of the 
error function with respect to the model parameters (i.e. the weights). Such operation is not 
trivial given the complex architecture of the ANN. However, by applying a chain rule the pro-
cess is greatly simplified using partial derivatives, as follows: 

L L

L L L L

z pC C
w w z p

(6) 

The above equation is defined at one neuron in the output layer . C is the cost function; wL 
denotes the incoming weights from the previous layer; zL is the weighted summation that be-
comes the input of the activation function and pL is the output value at the neuron. The three 
partial derivatives of Eq. (6) are quite straightforward to compute. For the first term, zL is a 
weighted summation, so the derivative with respect to the weights wL is the output value pL-1 
from the previous layer. In the second term, the derivative of pL with respect to zL is the derivate 
of the activation function. And in the third term, the derivative of the Cost function C with 
respect to the output value is simply 2(Ti - pi) for the mean square error case. Now, using the 
backpropagation scheme, the computed error is propagated backwards to the previous layers 
and by applying a similar chain rule, the gradient of all the weights can be obtained. Finally, 
all the weights are updated by a factor obtained by multiplying their gradients with a scalar 
value known as the “learning rate”. This process of optimizing the model parameters is known 
as stochastic gradient descent. 

The stopping criterion for the training is usually reaching a fixed number of training epochs. 
Alternatively, a second criterion could be set if no meaningful improvement (reduction of the 
error) is observed after a predefined number of iterations. Nevertheless, a more appropriate 
approach is to compare the progress in real-time with a so-called validation set. A validation 
set is a smaller database that is not used at all during the training phase. At the end of every 
epoch or iteration, the ANN accuracy is measured for both the training and the validation da-
tasets, independently. If both errors are reducing with every iteration, this generally indicates 
that the ANN is still “learning” and improving. If on the other hand, the error from the training 
set is being reduced while the error from the validation set starts to increase, it is an indicator 
of overtraining or overfitting where the training error is decreased but the network loses its 
generalization capabilities. An overtrained network with show a very small error in the training 
set but will fail to predict proper output values for input data that are not part of the training set. 

In the present study, the stopping criterion is fixed at a number of 100 epochs while a random 
subset of 100 samples is used as a validation set to make sure that there is no overtraining. 
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3 RESULTS AND DISCUSSION

3.1 Parameters Summary
A total of 6 databases are randomly generated as inputs containing 500, 1000, 2000, 4000, 

8000 and 16,000 data points. Additionally, a set of 100 samples are generated for validation 
and testing purposes in each case. An optimizer based on Genetic Algorithms is used to generate 
all the output samples. For details on the optimization procedure, the interested reader is re-
ferred to [4] where the methodology is described in detail. Each database is used to train 4 
ANNs (NN1, NN2, NN3 and NN4) with different architectures, as shown in Table 3. The ReLu 
activation function is used in all layers except the output layer where a linear function is used 
instead. All the ANNs have been trained for 100 epochs as a maximum. The validation database 
of 100 samples is used to control and avoid overtraining. The batch size is set to 10 and the 
weight adjustment is conducted using stochastic gradient descent with the backpropagation 
scheme. All the data inputs and outputs are normalized beforehand. The Tensorflow and Keras 
frameworks are employed to implement the described methodology in Python. A regular PC 
with an i7-6700HQ CPU and 16 GB RAM was used to run all the simulations and training 
operations. 

3.2 Training loss
The reduction of the error through the training process (often call training loss) is illustrated 

in Figure 6. At every epoch the mean squared error of the full training and validation datasets 
are computed to produce the plot. Only the 5-24-24-5 BPNN (with 2000 data points) is shown 
in this case as all the other trained ANNs produced similar plots. It can be noticed that no over-
training is happening as the error of both curves shows the same behavior as it goes down with 
epochs. The training phase takes about 60 seconds to complete using 100 epochs and a batch 
size of 10. 

(a) (b) 

Figure 6: (a) Training and validation loss for the BPNN 5-24-24-5 trained with the dataset of 2000 points, 
(b) The graphic in the right side is just a zoom-in of the graphic on the left. 

3.3 ANN performance comparison
After all the ANNs are trained, their performance is compared. For such a comparison, the 

testing set that contains the 100 randomly generated samples is used. The total mean average 
error is computed and compared for each of the 4 ANNs that were trained with each of the 6 
datasets. Therefore, a total of 24 ANNs are compared in Figure 7. Each curve corresponds to a 
specific ANN architecture and each point in the curves represents the obtained error (y-axis) 
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for the corresponding size of the training database (x-axis). Every ANN is run 10 times and the 
result is averaged to obtain a more reliable measurement given the stochastic nature of the 
training process. 

Figure 7: Performance comparison of all the NNs using the testing set. 

Regarding the time needed for the training phase, a second comparison is made in Figure 8. 
Again, each curve corresponds to a specific ANN architecture and each point in the curves 
represents the elapsed time in seconds (y-axis) for the corresponding size of the training data-
base (x-axis). 

Figure 8: Comparison of the training time needed for all the NNs for 50 epochs. 

By analyzing Figure 7, the results seem to be consistent with what was expected from the 
tests. For all the 4 different ANNs, the error obtained for the testing set decreases as the number 
of datapoints used in the training increases. Additionally, the 5-24-24-5 BPNN seems to better 
predict the results by achieving the lowest error among all the tested ANNs. However, the 5-
24-24-5 is also the most computationally expensive ANN of them all. By inspecting Figure 8, 
it can be noted that for the same number of total neurons, using two hidden layers achieves 
slightly better predictions but is more computationally expensive. Therefore, it seems that it 
must be a decision from the data scientist to determine the appropriate architecture based on the 
problem at hand. For this study, the 5-24-24-5 network is recommended given that the increase 
in training time is relatively low compared to the other ANNs. 
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The most significant improvement is observed when the training dataset is increased from 
500 datapoints to 2000. In this region, all the error curves show an exponential decrease of the 
error. From 2000 to 8000, the change appears to be linear with a 1/9 slope and from 8000 to 
16000, the change shows minimal improvement. Therefore, it appears that a database of 2000 
datapoints or higher would be the best option to achieve reliable predictions. However, it is 
difficult to accurately interpret the meaning of these error quantities. In other words, it is hard 
to determine if the predictions from an ANN are practically useful just by reading the obtained 
errors from these curves. Therefore, an exercise is conducted in which the design of a footing 
will be predicted by the 5-24-24-5 BPNN trained with all the 6 datasets (500, 1000, 2000, 4000, 
8000 and 16000). In this way, we look at the numbers from an engineering point of view instead 
of just looking at the error values. The datapoint to predict is the #99 which is taken randomly 
from the testing set. The corresponding inputs and outputs are shown in Table 4 and Figure 9. 

Input Values Output Values
(from GA optimizer) 

Cx 67.64 cm Lx 361.49 cm 
Cy 91.37 cm Ly 385.84 cm 
f΄c 27.26 MPa t 82.74 cm 
qa 571.48 kPa Asx 336.03 cm2 
Fz 7484.33 kN Asy 356.01 cm2 

Table 4: Inputs and outputs of the testing sample #99. 

Figure 9: Graphical representation of sample #99 from the testing set. 

The ANN-predicted values are shown in Table 5. The first column displays the ground truth 
computed with the optimizer (also shown in Table 4). Each of the other 6 double-columns cor-
responds to the results obtained with the 5-24-24-5 BPNN trained with the dataset displayed in 
the header of the column (i.e. 500, 1000, 2000 etc.). The sub-column P. shows the predicted 
value while the sub-column R.E. shows the relative error with respect to the ground truth. The 
last row of the table is an average of all the relative errors. 
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Ground 
Truth

500 1000 2000 4000 8000 16,000
P. R.E. P. R.E. P. R.E. P. R.E. P. R.E. P. R.E.

Lx=361.49 362.00 0.14% 362.80 0.36% 362.69 0.33% 361.97 0.13% 360.96 0.15% 360.93 0.15% 
Ly=385.84 384.47 0.36% 383.29 0.66% 387.57 0.45% 388.66 0.73% 382.88 0.77% 382.82 0.78% 

t=82.74 83.95 1.47% 83.75 1.22% 82.26 0.58% 83.27 0.64% 83.09 0.42% 83.47 0.88% 
Asx=336.03 380.97 13.38% 367.70 9.43% 314.65 6.36% 345.05 2.68% 346.09 2.99% 337.08 0.31% 
Asy=356.01 401.68 12.83% 395.23 11.02% 339.69 4.58% 350.66 1.50% 368.67 3.56% 359.80 1.07% 

Average 5.63% 4.54% 2.46% 1.14% 1.58% 0.64%

Table 5: Predictions of the testing sample #99 using the 5-24-24-5 BPNN trained with the 6 different databases; 

By inspecting the predictions in Table 5, it can be noticed that the average error is gradually 
reducing from a 5.63% (with 500 data points) to 0.64% (when using 16,000 data points). How-
ever, from an engineering point of view, both solutions are not too far from each other. Com-
paring the two cases, the first two output values related with the geometrical dimensions of the 
footing differ by no more than 1.7 cm, while the difference in the third, the thickness, is only 
0.5 cm. The other two output values, related to the steel reinforcement area, are different by 
roughly 40 cm2. Considering that the area of steel is distributed along the whole length of the 
element, such a difference may not be critical and the solution using the small 500-points data-
base could be easily considered for preliminary, pre-design purposes.  

4 CONCLUSIONS
A methodology that uses a BPNN to perform the design of reinforced concrete isolated foot-

ings has been described and implemented. The training datasets have been generated using a 
Genetic Algorithm that optimizes the footing design in terms of the material cost while consid-
ering the strength requirements and dispositions of the ACI 318-19. It was found that using an 
architecture of 5-24-24-5 with a training dataset of 500 random samples achieves predictions 
with a relative average error of 6%, which from an engineering point of view, could be consid-
ered as “good enough” to be used, at last for pre-design purposes. Additionally, as expected, by 
increasing the size of the training dataset the error decreases significantly and the predictions 
are far more accurate, reaching a relative error of 1.14% when trained with 4000 random sam-
ples. Such results are almost as good as the ground truth and could be considered as the final 
design. Therefore, the methodology proves to be a simple and powerful strategy for the auto-
mated design of concrete footings or other structural elements, provided that the training da-
tasets are easy to obtain or generate.  

4.1 Future work
Based on the findings of this study, we can identify many interesting directions for further 

research, to further extend or improve the methodology. For example, in the present study only 
concentrically axial loaded isolated footings have been considered for simplicity, but the 
method could also be applied to solve more complex scenarios such as eccentrically axial 
loaded columns and the inclusion of moments acting directly on the column. 

One more interesting application would be to adapt the methodology to predict the design of 
other structural elements such as walls, columns and connections. By doing so, one could obtain 
a reliable method that predicts the design of a whole building in a few seconds right after the 
analysis which would improve the pre-design and design process of a building significantly. 
Although it is possible that for different structural elements and more complex loading scenar-
ios, the proposed ANN architecture with the given parameters and size of the training set 
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presented in this study may not work as good, this study still provides a good starting point for 
such implementations. 
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