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Abstract 

Whereas the ecological analysis hypotheses suggests that self-control is adaptive and context 

dependent, and influenced by long-term fitness, the metabolic hypotheses suggests that self-

control negatively correlates organism’s metabolic rate. Bumblebees have a high metabolic 

rate and are highly eusocial. Thus, examining delay discounting in bumblebees may provide 

valuable knowledge about interspecies variation in self-control, and inform assumption made 

by both hypotheses. To do that, delay-discounting procedures accounting for bumblebee’s 

particularities as a specie should be developed. The present study aimed to test and refine a 

procedure made to study preference reversal as a measure of self-control in bumblebees 

(bombus terrestris). Preference reversal was investigated by systematically increasing the 

delay to access a sweeter reinforcer (5, 10, 15, 20, 25, 30, 35, 40, 45. 50, 60, 70… seconds) in 

an adjusting delay procedure. Five bumblebees were tested to find the point where they 

showed preference reversal by choosing less sweet immediate reinforcer. On average, the 

bumblebees showed preference reversal at 50 s delay in phase 1 and at 55 s in phase 2. 

Intertrial interval were stable across conditions, showing no systematic variation when delays 

were increased. Procedural solutions regarding the definitions of choice and method of 

adjusting delays are discussed.  

Keywords: Delay discounting, self-control, impulsivity, interspecies variation, bumblebees, 

bombus terrestris. 
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Delay discounting in bumblebees: Method development and refinement 

Both humans and animals are continually confronted with choices varying in 

consequence dimensions - e.g., amount, delay, probability, quality. For example, a customer 

choosing between buying one pair of jeans with a better quality or one with poorer (i.e., 

quality) or a child choosing between receiving one lollipop now and one tomorrow (i.e., 

delay). Predicting choice behavior is relatively simple when the options vary in only one 

dimension. Organisms commonly prefer larger over smaller reinforcers and reinforcers 

available sooner rather than later (Chung & Herrnstein, 1967; Green & Myerson, 2004). 

However, challenges to predict choice may arise when the options vary on more than one 

dimension (Green & Myerson, 2004). For example, a child choosing between receiving one 

lollipop now or 3 lollipops tomorrow. In such example, the child needs to make a trade-off  

between two dimensions of consequences, amount-, and delay receipt. In intertemporal 

choices, organisms frequently chose smaller sooner reinforcers over larger later reinforcers 

(Green & Myerson, 2004). The tendency of choosing smaller sooner over larger later 

consequences is commonly understood through delay discounting (Tesch & Sanfey, 2008). 

From a delay discounting perspective, the subjective value of a reinforcer is 

increasingly discounted from its nominal value when the delay is added between the moment 

of choice and the point of reinforcer access (Ainslie, 1974; Green & Myerson, 2004; Green et 

al., 1997; Mazur, 1987). For example, if an experimenter presents subjects with two options, 

both with consequences far in the future, between receiving $100 in six months (smaller 

sooner) or $200 in nine months (larger later), subjects may choose the larger later option. 

Inferred from the choice, the subjective value of the larger later option is higher than of the 

smaller sooner. However, subjects may choose differently with the passage of time. If the 

experimenter presents the same subjects with the option between receiving $100 today 

(smaller sooner) or $200 in three months (larger later), they may choose the smaller sooner 
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alternative. From the discounting perspective, this phenomenon is referred to as preference 

reversal (Green et al., 1997). The subjective value of the smaller sooner reinforcer is  

discounted more steeply than the subjective value of the larger later reinforcer when the delay 

to both reinforcers decreases equivalently (Green & Myerson, 2004). Another example is a 

student who chose to go to party on Saturday instead of reading to a final exam, even though 

the student reported a preference for reading for the exam days before the party. Simplified, 

delay discounting describes a process of devaluing a future behavioral outcome (Madden & 

Johnson, 2010, p. 13). 

Procedures to study delay discounting 

Delay discounting procedures often evaluate the point where a smaller sooner 

reinforcer (SS) and larger later (LL) reinforcer have approximately the same subjective value 

to a choosing organism (Odum, 2011). Preference may be determined by presenting subjects 

with a series of two optioned choices between a smaller sooner reinforcer (SS) and a larger 

later reinforcer (LL). When examining delay discounting in humans, participants are often 

presented with a series of choices between options with hypothetical outcomes (Odum, 

2011). For example, Rachlin et al. (1991) asked participants to make a series of hypothetical 

choices between $1,000 available today or $1,000 available after delays between 1 month to 

50 years. The amount of the reinforcer available immediately (i.e., “today”) was 

systematically decreased until the options were $1 today or $1,000 with a specific delay and 

increased back up again at the specific delay to determine the point where participants 

responded indifferently between the two options at different delays. 

However, there are procedural limitations of examining delay discounting in human 

subjects. Firstly, skepticism about the validity of procedures with hypothetical consequences 

has been drawn (Madden & Johnson, 2010, p. 30). When the consequences are hypothetical, 

the participants are not actually experiencing the delay or the consequences, and the assumed 
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effect rely on self-reported verbal responses, often difficult to verify through observations 

(Critchfield & Kollins, 2001). Secondly, there are concerns about possible effects of 

mediating variables influencing choices, for example cultural values (Ainslie, 1975). Such 

limitations are presumably reduced by examining delay discounting with non-human 

subjects. 

Examining delay discounting in non-human subjects have several advantages. Firstly, 

procedures and general principles derived from studies of delay discounting in non-human 

generalizable to humans (Ainslie, 1975). In fact, several delay discounting procedures used 

with humans have been derived from procedures used with non-humans (Madden & Johnson, 

2010, p. 23) and results from experiments with non-human subjects correlate with results 

from experiments with delay discounting procedures in human subjects (Critchfield & 

Kollins, 2001). Secondly, studying delay discounting in non-human subjects allows higher 

control of the manipulated variables and potential confounding variables (Madden & 

Johnson, 2010, p. 23). Delay discounting procedures with non-human subjects have 

historically been examined in operant chambers; using pigeon pecks to keys or a rat lever 

presses as organisms and responses studied (McDiarmid & Rilling, 1965; Richards et al., 

1997).  

Although there is a variety of delay discounting procedures used with non-human 

subjects, they often employ common methodological features. Madden and Johnson (2010, p. 

24) describes three common procedural features of non-human procedures. First, alternatives 

should be centered so the distance between the two options is equivalent (i.e., distance 

between available choices). secondly, forced-choice trials are often used to ensure that the 

subject experiences the two programmed contingencies before free-choice trials (i.e., during 

forced-choice trials, only one of the two options is available). Lastly intertrial intervals (ITI) 

are often controlled for to ensure that the time between choice opportunities is held constant, 
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and independent of the subject chose. If ITI is not controlled for, the sequence of response 

and reinforcer becomes shorter in the smaller sooner option relative to in the larger later. 

Thus, the reinforcer rate increases if the subject chose the smaller sooner reinforcer instead of 

waiting the required time of the delay to receive the larger later reinforcer. The goal of 

control ITI is to assure that rates of reinforcement are not different among available 

alternatives.   

The Evenden and Ryan (1996) procedure is amongst the most used delay discounting 

experiments in non-human subjects. Evenden and Ryan (1996) exposed rats with a series of 

choices between a sooner option with one pellet available immediately and a larger later 

option of three pellets available after a delay. The subjects were exposed to the task for 

several sessions consisting of five blocks with eight trials in each, over several days. The 

delay to the larger later option was gradually increased over blocks in each session. Each 

block consisted of two forced-choice trials, one on the smaller sooner reinforcer and one on 

the larger later reinforcer, and six free-choice trials. The dependent measure was presented as 

the percentage of choices of the larger later option in each block. The Evenden and Ryan 

(1996) procedure provides measures of both the sensitivity to delay and amount of the 

reinforcer in each session, as well as providing a stable baseline across days.  

Even though the procedure developed by Evenden and Ryan (1996) is the most 

commonly used to study delay discounting in non-human subjects, drawbacks to the 

procedure have been pointed out. Since the procedure consists of a discreet trial format with 

two options that are different in amount while the delay is non-adjusting in blocks, it should 

result in stable responding with an exclusive preference for the option with the highest value 

(e.g., Herrnstein, 1981). However, it is rarely the case that subjects show exclusive preference 

after the first block with no delay in this procedure, which might be explained by a carryover 

effect from choices in earlier blocks and sessions (Fox et al., 2008). A second drawback 
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might be that the carryover effect can potentially be a confounding variable affecting the 

measures of sensitivity to the amount of the reinforcers (Madden & Johnson, 2010, p. 28). 

The sensitivity to the amount of the reinforcers is usually measured when both reinforcers are 

delivered without delay, commonly in the first block of each session. However, it is rarely the 

case that the option with the larger reinforcer is exclusively chosen during the blocks with no 

delay (e.g, Cardinal et al., 2001). Since the no-delay block usually is the first block tested in 

each session, choice might be affected by the avoidance of the larger delayed reinforcer in the 

preceding session (Madden & Johnson, 2010, p. 28). Lastly, it is a time-consuming 

procedure. Procedural improvements might reduce the problematic drawbacks. For example, 

including periodically control sessions with no delay on the larger reinforcer or an increased 

number of forced trials in each block can potentially enhance sensitivity to changes in delay 

(Madden & Johnson, 2010, p. 28).  

Adjusting delay procedure or adjusting amount procedure may be a viable alternative 

(Odum, 2011). For example, a delay discounting procedure pioneered by Mazur (1987) 

consisted of presenting pigeons with choices between access to food for 2 s after 2 s fixed 

delay (SS) or access to food for 6 s after an adjusted delay (LL). Delay was manipulated by 

adjusting delay to the larger reinforcer according to the pigeon’s choice. When the pigeon 

chose the smaller sooner option, delay to larger reinforcer was increased. When the pigeon 

chose the larger later option, delay to larger reinforcer was decreased. The time between 

choices was held constant by varying the intertrial interval (ITI) to keep the rate of delivered 

reinforcers independent of choice. The delay was widely adjusted in the beginning, and the 

restrained to be adjusting in a more constrained range before a criterion for stability was met. 

The procedure ended when the subject responded indifferently between the two options, thus 

when the pigeon choice of smaller sooner was proportional to choices of larger later. The 

value to the larger later reinforcer was determined at a range of fixed delays to the smaller 
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sooner reinforcer. Mazur (1987) found that the delay to the smaller sooner reinforcer 

increased over conditions, the pigeons responded indifferently between the two options with 

an increased duration on the delay to the larger later reinforcer.  

Similar to the adjusting-delay procedure is the adjusting-amount procedure, developed 

by Richards et al. (1997). Instead of adjusting the delay to the reinforcers while the amount is 

held constant, the amount of the reinforcers is adjusted while the delay is held constant in an 

adjusting-amount procedure (Madden & Johnson, 2010, p. 26). Richards et al. (1997) 

presented rats with a choice between a small amount of water available after a constant delay 

and an even smaller amount of water available immediately. If the rat chose the small amount 

reinforcer with the constant delay, the amount to the smaller-sooner reinforcer was increased. 

If the rat chose the reinforcer with the smallest amount, the amount of the smaller-sooner 

reinforcer was decreased. Both the adjusting-delay and adjusting-amount procedures produce 

approximately similar estimates of discounting curves (Green et al., 2007).  

Interspecies variation in self-control 

Delay discounting procedures have been used to examine self-controlled and 

impulsive choices, which can address many socially important issues (Odum, 2011). 

Choosing a larger later reinforcer can be defined as a self-controlled and choosing a smaller 

sooner reinforcer can be defined as an impulsive choice (Ainslie, 1974). Showing impulsive 

behavior is a central part of many socially important issues, for example gambling, ADHD, 

substance abuse (Barkley et al., 2001; Forzano & Corry, 1998; Kirby & Petry, 2004; 

Weatherly, 2010). From an evolutionary perspective, these choice patterns have evolved 

because of uncertainty in tradeoffs in available consequences, for example in terms of delay, 

probability and amount. Thus choices of smaller sooner option over later and uncertain 

consequences may have been selected during phylogenesis (Green et al., 1994). For example, 

choosing a delayed option may be more adaptive when the future is more certain and it is less 
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unnecessary with immediate reinforcers (Logue, 1988). Natural selection may also explain 

interspecies variation in degrees of self-control. Two complementary hypotheses have been 

used to interspecies variation in self-control –  explain this variation have been suggested 

ecological analysis hypothesis and the metabolic hypotheses (Mayack & Naug, 2015).  

Logue (1988) proposed that the ecological analysis hypothesis explain self-control 

when contextually adaptive choices contribute to organism’s fitness in the long-term. From 

this perspective, self-control choices are adaptive not only at the individual level but also at 

the group level (Gailliot & Baumeister, 2007). Self-controlled choices can for example 

contribute to abstain from behaving in harmful or maladaptive ways and complying with 

different rules in the society (Gailliot & Baumeister, 2007). It can therefore be viewed as 

beneficial for cooperation by exerting self-controlled choices, and it might be a part of the 

reason for its selection (Baumeister et al., 2005). However, the ecological analysis hypothesis 

has been criticized for its limitations to explain cross-species variations in self-control 

(Mayack & Naug, 2015). 

Alternatively, the metabolic hypothesis states that self-control is determined by 

organisms’ metabolic rate (Tobin & Logue, 1994). Tobin and Logue (1994) looked into the 

result of several studies on self-control in pigeons, rats, and humans to examine whether 

variation in the degree of self-control could be described by a common framework. Self-

control was measured as the deviation from a prediction based on the matching law, and the 

specie body size, as well as the metabolic rate. The result indicated that variation in the 

degree of self-control between the species examined seemed to negatively correlate with their 

metabolic rate. The human subjects had low estimates of metabolic rate and showed a 

significantly higher degree of self-control compared to the two other species. Both the rats 

and pigeons had similar estimates of metabolic rate that were significantly higher than of the 

human subjects, and both species showed similar degrees of self-control that were lower than 
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the human subjects. It has been proposed higher metabolic rate leads to quicker deprivation, 

thus influencing self-control (Tobin & Logue, 1994). Therefore, Tobin and Logue (1994) 

argued that species with a high metabolic rate might benefit more from making impulsive 

choices because of a higher and frequent requirement to meet their nutritional needs. 

However, Tobin and Logue (1994) pointed out that it is not sufficient to conclude whether 

self-control can be determined by metabolic rate from their study, as they only examined 

three species. Even so, the rats and pigeons were so close in body size that they only provided 

two data points for analysis and the result might also be affected by other variables, for 

example previous experience with delay or language ability (Tobin & Logue, 1994).  

To evaluate the extent to which the ecological analysis and the metabolic hypotheses 

explain self-control, different species must be compared. The majority of experiments with 

delay discounting in non-humans have been conducted with pigeons and rats (Madden & 

Johnson, 2010, p. 23). Recently, other species have been tested in delay discounting 

procedures, for example monkeys, apes, and ravens (Kabadayi & Osvath, 2017; Osvath & 

Osvath, 2008; Petrillo et al., 2015). However, examining delay discounting in species with 

higher metabolic rates (e.g., social insects) can potentially broaden the understanding of 

interspecies variation in self-controlled behavior. For example, Wendt and Czaczkes (2017) 

presented individual ants with a spatial discounting task consisting of a low-quality reinforcer 

close to the nest and a high-quality reinforcer located far away from the nest. The result 

indicated that the ants chose the higher-quality reinforcer located far away from the nest, and 

when the quality was the same on both reinforcers, they chose the closest option. Social 

insects that both have a high metabolic rate and are eusocial can put the ecological analysis 

hypothesis and the metabolic hypotheses to the test. According to the metabolic hypothesis, it 

can be predicted that social insects with high metabolic rates show more impulsive behavior 

by choosing a smaller sooner reinforcer over a larger later reinforcer. However, the prediction 
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from the ecological analysis hypothesis seems to contradict since it predicts that social insects 

will show more self-controlled behavior since they are highly social.  

Examining delay discounting in bees can potentially broaden the understanding of 

interspecies variation in self-controlled behavior. They are small in size and have a high 

metabolic rate (Heinrich, 1977). At the same time, bees are highly eusocial and work for the 

good of their hive. The beehive consists of a queen that produces new eggs, and the majority 

of the bees in the hive are sterile female workers who conduct different tasks to keep the hive 

functioning to pass on their genes (Cheng et al., 2002). In addition, bees can complete a high 

number of trials in one session, and it is easy to manipulate important variables controlling 

bee behavior. easy to manipulate. It can be argued that it is beneficial to begin by establishing 

basic knowledge about how to apply delay discounting procedures in bees and examine if 

there are potential species-specific considerations that should be controlled for before moving 

on to the bigger questions concerning interspecies variation. 

There is a small number of studies investigating delay discounting in bees. For the 

proposes of the present thesis, a literature search of papers examining delay discounting in 

bees was conducted, yelling only two relevant papers (Cheng et al., 2002; Mayack & Naug, 

2015). The literature review was conducted May 2021, in the following databases: PsychInfo, 

Web of Science, and PubMed. The search was conducted with the keyword combination 

“bee*” or “bumblebee*” or “honeybee*” and “delay discounting” or “delay of gratification” 

or “self-control” or “reinforcer delay” or “impulsiveness”. The articles were reviewed 

according to two criteria: (1) consisting of a delay discounting procedure where the delay was 

manipulated and (2) bees as subjects. 20 out of 24 papers did not meet the criteria and were 

therefore excluded. Only two articles met the criteria and were included (Cheng et al., 2002; 

Mayack & Naug, 2015). The reference lists of the two included articles and articles citing 

them were searched for to examine if they referred to or were cited by studies using delay 
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discounting procedures in bees. A search in the reference lists of the two included articles and 

for articles citing the two articles did not yield new studies applying delay discounting 

procedures in bees. However, Mayack and Naug (2015) referred to Cheng et al. (2002).   

Mayack and Naug (2015) investigated if starvation influenced impulsivity in 

individual honeybees in an associative conditioning procedure by measuring choice as a 

proboscis extension response (PER) reflex. PER is a reflex where honeybees, in response to 

antennal stimulation with sucrose solution, extend their proboscis (Smith & Burden, 2014). 

Mayack and Naug (2015) used a PER assay procedure by conditioning honeybees to 

associate two odors as a conditioned stimulus (CS) that partially overlapped in time with two 

different reinforcers consisting of either a small volume or large volume of 50 % sucrose 

solution as an unconditioned stimulus (US). The honeybees were exposed with conditioning 

trials where the two reinforcers were presented without delay, as well as conditioning trials 

where a small reinforcer was delivered after 1 s and a larger reinforcer 5 s after CS 

presentation. Hereafter honeybees were starved for 6, 18, or 24 h and presented with a two-

alternative forced-choice PER assay consisting of presenting them with the two conditioned 

odors on each side of the bee’s head to record its response of the direction it turns its head 

and extends its proboscis.  

The result in Mayack and Naug (2015) indicated that the honeybees that had 

associated the larger reinforcer with a delayed reinforcer showed more impulsive choices as 

function of deprivation time. The authors argue that the individual energetic state affects 

impulsive choices according to the metabolic hypothesis even in eusocial animals like the 

honeybee. Mayack and Naug (2015) suggest that the metabolic and ecological analysis 

hypotheses are necessarily mutually exclusive, even though they seem to be conflicting in 

predicting the degree of self-controlled choices. The authors suggest that when bees display 

self-controlled choices, it might be because they discriminate that there is no risk of 
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starvation in a specific context and not just because self-controlled behavior is beneficial for 

the hive. However, examining delay discounting with an associative conditioning procedure 

is distinct from the way choices are commonly made in other delay discounting procedures, 

which poses limitations in comparing such results to the literature.  

Cheng et al. (2002) procedure is similar to those adopted by other delay studies with 

non-human animals. They examined self-control in honeybees that could freely fly when 

performing the experimental task. In three experiments, honeybees were trained to feed from 

two alternatives forced-choice trials. In the first alternative the reinforce was smaller but 

delivered immediately. In the second alternative the reinforcer was larger but delivered after a 

delay. In the first experiment, individual honeybees were presented with a series of choices 

between a sweeter 5 s delayed reinforcer (50 % sucrose solution) and a less sweet immediate 

reinforcer (25 % sucrose solution). In the second and third experiment, the choices were 

between two reinforcers with 33 % sugar concentration, but with manipulation of the amount 

available. In the second experiment, honeybees were either assigned to a no-delay group 

without delay to a larger reinforcer or a delay-group with delay to the larger reinforcer. 

Honeybees in the on-delay group were presented with a series of choices between a larger 

reinforcer just inside the entrance of a small plastic box and a smaller reinforcer just inside 

the entrance of a small plastic box. In the delay group, honeybees were presented with a 

series of choices between a larger reinforcer at the end of the plastic box, and a smaller 

reinforcer just at the entrance of the second plastic box. In the third experiment, two 

reinforcers were covered by plastic cups as in the first experiment, the plastic cup was 

removed after 0.1 s on the small reinforcer and after 6 s on the larger reinforcer.  

The results in Cheng et al. (2002) indicated that the honeybees showed far more self-

control than predicted by the metabolic hypotheses; they preferred the larger or sweeter 

delayed reinforcer over the smaller or less sweet immediate reinforcer. Besides, the 
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ecological analysis hypothesis was not sufficient as an alternative explanation for the result 

because it seemed to be unclear and lacking quantitative precision (Cheng et al., 2002). 

Unlike the metabolic hypothesis, this hypothesis does not have a quantitative independent 

variable. Although, there are some limitations to their procedure. In the first experiment, 

honeybees were free to leave the sweeter reinforcer during the countdown of the delay. It was 

not specified if the delay was reset when honeybees left the sweeter reinforcer, or if the 

countdown continued and the reinforcer was delivered even if she left the marked area. In the 

third experiment, when a honeybee chose smaller reinforcer, they always flew to the larger 

reinforcer to drink until saturated before returning to the hive. However, it was still recorded 

as choosing the smaller reinforce, even though they always fed from the larger reinforcer. 

In the present study, several procedural improvements were made to the Cheng et al. 

(2002).  A simple adjusting delay procedure was used to determine the point where 

bumblebees show preference reversal and examine if their behavior was affected by gradually 

increasing the delay to a sweeter reinforcer. Individual bumblebees were presented with a 

series of two-optioned choices between a less sweet reinforcer available immediately and a 

sweeter reinforcer available after an increasing delay in a Y-maze. Delay to sweeter 

reinforcer was manipulated by gradually increasing the duration between response to the 

sweeter option and the delivery of sweeter reinforcer until she showed preference reversal. 

Delay was reset and the sweeter reinforcer was not delivered if the bumblebee left the 

sweeter reinforcer before the required delay was counted down. A choice was defined as a 

response in which the bumblebee committed to drinking until saturated and returned to the 

hive. Therefore, it was not registered as choosing the less sweet reinforcer if the bumblebee 

responded to the less sweet reinforcer before she waited the required delay to the sweeter 

reinforcer and drank it until saturated before she returned to the hive. The aim of the study 
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was to contribute to the understanding of delay discounting in bees through method 

development and refinement of delay discounting procedures in bumblebees.  

Method 

Subjects 

 Five bumblebees, Bombus Terrestris, housed in a wooden box (length = 30 cm, width 

= 22 cm, height = 20 cm) were selected to participate in daily experimental sessions. The 

beehive was purchased from a local producer (Bombus Natur AS) and moved to a wooden 

box 4 days before the experiment began. The bumblebees measured an average length of 1.96 

cm (SD = .18) and width of 0.92 cm (SD = .19). All bumblebees were experimentally naïve. 

They were fed indoors with 45 % sucrose solution (45 % sugar, and 55 % water) and pollen. 

The hive was kept at the temperature of 25°C + 2 which is optimal for the highest foraging 

activity and colony traffic (Kwon & Saeed, 2003), and with a relative humidity of 60 % + 10 

% for optimal colony development and highest nectar collection activity (Nasir et al., 2019; 

Peat & Goulson, 2005; Yoon et al., 2002). According to the Norwegian regulations on the use 

of animals in experiments (Forskrift om bruk av dyr i forsøk, , § 2), no applications or 

approvals are required for experiments on bumblebees. The experiment was conducted with 

ethical considerations concerning the bumblebee’s welfare. 

Apparatus  

 A beehive was connected to a flying arena by a plastic tube in-between the hive and 

one of the walls in the flying arena. The only light entering the hive was from the entrance to 

the flying arena to facilitate foraging behavior since light facilitates positive phototaxis. 

Positive phototaxis is when an organism moves towards a light source (Merling et al., 2020). 

A landing platform was located at the wall parallel to the wall with the entrance to the hive. 

The landing platform was connected to an entrance channel leading to a Y-maze. A sliding 

door was placed at the end of the entrance channel that could be opened and closed to control 
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bumblebee’s access to enter the Y-maze. The Y-maze was a Y-shaped wooden box covered 

by plexiglass to ensure sufficient indoor lighting, similar to that used in Giurfa et al. (1999). 

The Y-maze consisted of a decision chamber and two separate arms closed off by two back 

walls each with an entrance hole in the middle connected to a small plastic container. Both 

arms were in the bumblebee’s field of view when entering the decision chamber. The back 

walls were covered with stimuli of white laminated paper with a 10 cm diameter black circle 

drawn around the entrance to the arms, the stimuli are shown in figure 1. A plastic lid was 

placed in both containers, and sucrose solution was delivered with a syringe through a small 

hole in the top of the plastic container. The experimental apparatus and its measurements are 

shown in figures 2 and 3. 

White light was turned on during the experiment and feeding. Infra-red light was 

turned on when moving the bumblebees, marking them, cleaning the hive, or changing the 

apparatus. Infra-red light is visually dark for the bumblebees (Scheiner et al., 2013, p. 19). 30 

percent disinfection was used to clean the apparatus between each experimental trial.  

Data collection 

 Two computer programs were applied for data collection. The countdown function on 

the clock app in iPhone 11 was used to measure the time of delay on the sweeter reinforcer 

(Apple, 2021). A program coded in Microsoft Visual Studio (Microsoft corporation, 2021) 

was used to register the selected bumblebees activity during the experimental session by 

pressing a button for each activity. The activities registered were the trial number, duration of 

trial, duration of time in the flying arena, duration of time in the decision chamber, duration 

of time inside the left arm, duration of time inside the right arm, number of reinforcers 

delivered in the left arm and the right arm. A third program, also coded in Microsoft Visual 

Studio, was used to transform the output from the second program into txt-files that could be 

opened in excel. 
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Design  

A within-subject design with an adjusting delay procedure was used to determine the 

point where bumblebees show preference reversal and examine how their behavior was 

affected by the increasing delay to the sweeter reinforcer. Five bumblebees were presented 

with a series of two-optioned choices, the less sweet sucrose solution was available 

immediately and the sweeter sucrose solution was available after an increasing delay. Three 

bumblebees completed the experiment with a blue stimulus located at the wall to the left arm 

and a yellow stimulus at the wall to the right arm. The remaining two bumblebees completed 

the experiment with the yellow stimulus located at the wall to the left arm and the blue 

stimulus at the wall to the right arm. 

The most active bumblebee was selected in a selection procedure. The selected 

bumblebee completed forced-choice trials to ensure that she had experience with the 

contingencies for both reinforcers (Madden & Johnson, 2010, p. 24). A criterion for assuming 

preference for sweeter sucrose solution over less sweet sucrose solution had to be met in a 

preference test before the adjusting delay procedure was introduced. Thereafter she was 

exposed to a two-phased adjusting delay procedure where delay to the sweeter sucrose 

solution was gradually increased while the less sweet sucrose solution was delivered 

immediately. Delay was gradually increased until she showed preference reversal in phase 

one. Before phase two began, the delay was decreased to 0 s in one forced-choice trial with 

the sweeter reinforcer. In phase two, delay to the sweeter reinforcer was increased until she 

showed preference reversal a second time and the experimental session was ended. The data 

was recorded as the duration of delay each bumblebee showed preference reversal at in both 

phases, number of times the delay were reset, number of visits to the arm with the less sweet 

reinforcer and intertrial interval (ITI). 

Procedure 
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The procedure and parameters used were carefully selected based on seven pilot 

experiments. Six of the pilot experiments with the reinforcer magnitudes used by Mayack and 

Naug (2015), that is 33 % sucrose solution during feeding, 25 % as the less sweet reinforcer, 

and 50 % as the sweeter reinforcer, indicated that the reinforcer magnitudes were not optimal 

percentages to use in the present experiment. The bumblebees used significantly more time to 

complete the forced-choice trials with the less sweet reinforcer compared to those with the 

sweeter reinforcer. They only tasted the less sweet reinforcer, flapped their wings, and 

switched a lot between both arms in the forced-choice trial with the less sweet reinforcer. 

Their behavior indicated that the less sweet reinforcer might have been loss aversive and not 

just a reinforcer of a lower percentage than the sweeter reinforcer. The sweeter sucrose 

solution was 17 % higher than the 33 % sucrose solution used during feeding, however the 

less sweet sucrose solution was only 8 % lower than the sucrose solution used during feeding. 

Therefore, the sucrose solutions used in the present study consisted of a 45 % sucrose 

solution during feeding, 35 % as the less sweet reinforcer, and 55 % as the sweeter reinforcer. 

Similarly, as in Mayack and Naug (2015), a choice was registered as the first reinforcer the 

bumblebee responded to in four of the pilot experiments. The bumblebees did often not drink 

the first reinforcer they responded to and drank the other option afterward. It can therefore be 

argued that it is more ecologically valid that a choice was registered as a response in which 

the bumblebee committed to drinking until saturated and get back to the hive. Which is often, 

but not always, the last response in a trial.  

In four of the pilot experiments, the other option was made unavailable after the 

bumblebees’ first response, either by closing the entrance to the arm she entered first or the 

entrance to the opposite arm. However, this was problematic because they did not engage 

with the less sweet reinforcer and instead of showing preference reversal they stopped going 

out of the hive. Therefore, the bumblebees in the present study were free to switch between 
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the two options and choice was defined as the bumblebees committed to drink a reinforcer 

until saturated before returning to the hive instead of defining it as the first response which 

was done in (Cheng et al., 2002). 

Magazine training and feeding 

Bumblebees were trained to drink sucrose solution from the two arms in the Y-maze. 

Shaping was performed by gradually moving the placement of a sucrose solution with 

successive approximation to the Y-maze entrance. Small droplets of sucrose solution were 

placed in the tube in-between the hive and the flying arena to recruit bumblebees to the flying 

arena. Hereafter a lid with sucrose solution was gradually moved over the flying arena, 

through the entrance channel, and into the Y-maze. Two lids with sucrose solution were 

gradually placed closer to both arms in the Y-maze and removed when the active foragers 

drank sucrose solution from inside the two arms. The shaping procedure was conducted with 

all active foragers over a period of 2 weeks. Hereafter, new bumblebees were regularly 

recruited from the flying arena to the Y-maze by placing small droplets of sucrose solution 

contingent on responses closer to the target behavior. After shaping, bumblebees were 

magazine trained to drink 45 percent sucrose solution (45 % sugar and 55 % water) from 

inside the two arms in the Y-maze with white stimuli on the walls for five days.  

The bumblebees that were actively drinking from the two arms were marked with 

individual numbers for identification. Marking was done by using a queen marking number 

kit to glue a paper disk with an individual number to the thorax of the bees. When new 

bumblebees were trained to drink sucrose solution from the Y-maze, they were also marked. 

The data collection was conducted on Mondays, Wednesdays, and Fridays, and started 

at 8 a.m. The hive was deprived of sucrose solution for 22 hours by only giving them access 

to drink sucrose solution from the Y-maze from 8 a.m. to 10 a.m. the day before data 
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collection. On the days of the data collections, the bumblebees were given free access to 

drinking sucrose solution from the Y-maze for two hours after the experimental session 

ended. They were feed from the Y-maze from 8 a.m. to 3 p.m. on Saturdays. The hive would 

acquire all its nutritional needs during feeding for 2 hours after ended data collection, during 

feeding for two hours the days between data collection and feeding for seven hours on 

Saturdays. Pollen was placed inside the hive in a bottle cap every day. 

Experimental session 

One bumblebee was selected to participate in an experimental session at the beginning 

of each day of the data collection. All active foragers were given free access to drinking a 45 

percent sucrose solution inside the two arms in the Y-maze. To select the most active 

bumblebee for that day, the first bumblebee to complete five trials was selected. One trial was 

defined as the bumblebee entering the Y-maze, drinking sucrose solution until saturated from 

one of the two arms and returning to the hive. Individual bumblebees could only be selected 

to participate in an experimental session one time. If the first bumblebee to complete five 

trials had participated in an experimental session before, the next bumblebee to complete five 

trials was selected instead. All active foragers, except for the selected bumblebee, were 

removed and placed in a temporary container, with access to sucrose solution, during the 

experiment sessions to ensure that the selected bumblebee made independent choices. If a 

bumblebee that was not actively foraging during the selection and therefore not removed, 

entered the Y-maze during the experimental session, she was also removed.  

Forced-choice trials and preference test. The left arm in the Y-maze was assigned 

with a less sweet reinforcer and the right arm was assigned with a sweeter reinforcer. The less 

sweet reinforcer consisted of a 35 % sucrose solution (35 % sugar and 65 % water), and the 

sweeter reinforcer consisted of a 55 % sucrose solution (55 % sugar and 45 % water). The 

yellow and blue stimuli were introduced as visual cues to facilitate discrimination between 
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the two reinforcers. The circle on the wall around the entrance to the two arms was filled with 

yellow on one arm and blue on the second arm. Three bumblebees completed the experiment 

with the blue stimuli as a visual cue for less sweet reinforcer on the left arm and the yellow 

stimuli as a visual cue for sweeter reinforcer on the right arm. The two remaining bumblebees 

completed the experiment with the yellow stimulus as a visual cue for less sweet reinforcer 

on the left arm and the blue stimulus as a visual cue for sweeter reinforcer on the right arm. 

The blue and yellow colors were in the bumblebees range of color vision (Meyer-Rochow, 

2019).  

The selected bumblebee was introduced to the less sweet reinforcer and the sweeter 

reinforcer in four forced-choice trials. The four forced-choice trials were completed to ensure 

that she had experience with the contingencies for both the less sweet and the sweeter 

reinforcer (Madden & Johnson, 2010, p. 24). The forced-choice trials consisted of two trials 

with less sweet reinforcer and two with sweeter reinforcer presented in an alternated 

sequence, starting with the less sweet reinforcer. Even though both arms were available to 

enter, the reinforcer was only delivered in one of the two arms on each trial. During the 

forced-choice trials with the less sweet reinforcer, the less sweet reinforcer was delivered 

immediately after she entered the left arm. During the forced-choice trials with the sweeter 

reinforcer, the sweeter reinforcer was delivered immediately after she entered the right arm. 

The trial did not end until the bumblebee entered the arm with the forced reinforcer, drank 

until saturated, and returned to the hive.  

After the forced-choice trials were completed, a preference test was conducted to 

ensure that she showed a preference for the sweeter reinforcer over the less sweet reinforcer 

before the experimental conditions were introduced. The selected bumblebee was presented 

with a minimum of six free-choice trials with the choice between entering the left arm with 

the less sweet reinforcer delivered immediately and entering the right arm with the sweeter 
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reinforcer delivered immediately. The bumblebee was free to switch between the two 

reinforcers, however a choice was defined as a response in which the bumblebee committed 

to drink until saturated and get back to the hive. That was often, but not always, be the last 

response in the trial. For example, the bumblebee might sample from the less sweet reinforcer 

before committing to drink the sweeter reinforcer until saturated and return to the hive. It can 

be argued that it is more ecologically valid when the bumblebees could switch freely between 

the options because it is resembling their foraging behavior of drinking the sucrose solution 

from individual flowers. The criteria set for assuming preference of the sweeter reinforcer 

was that the selected bumblebee chose the sweeter reinforcer in at least five of the last six 

consecutive free-choice trials. If she chose the less sweet in three coherent trials or if she did 

not meet the criteria in the first six trials, she was exposed for one forced-choice trial with the 

sweeter reinforcer before continuing with the free-choice trials until the criteria were met. 

Adjusting delay procedure. After the criteria for assuming preference of the sweeter 

reinforcer was met, the selected bumblebee was presented with a two-phased adjusting delay 

procedure where the delay to the sweeter reinforcer was gradually increased while delay to 

the less sweet reinforcer was held constant at 0 s. The less sweet reinforcer was delivered 

immediately after the selected bumblebee entered the left arm, and the sweeter reinforcer was 

delivered with an increasing delay after she entered the right arm in the Y-maze. Figure 5 

illustrates the choice options. The delay countdown to the sweeter reinforcer began when she 

made physical contact with the entrance to the right arm and reset if she lost contact with it. 

In both phases, the delay to the sweeter reinforcer was increased until she demonstrated 

preference reversal by choosing the less sweet over the sweeter reinforcer. In the first phase, 

the delay to sweeter reinforcer was gradually increased over blocks consisting of 2 trials to 

ensure that the criterion for delivery of the reinforcer was not increased too quick. The delay 

began with 5 s in the first block, and if she chose the sweeter reinforcer in both trials, the 
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delay was increased with 5 s in the next block. The increasement continued with 5 s each 

block if she chose the sweeter reinforcer in both trials until the delay was 50 s. Hereafter, the 

delay was increased by 10 s for each block. The first phase of the adjusting delay procedure 

ended when she showed preference reversal by switching to choose the less sweet reinforcer 

delivered immediately over the sweeter reinforcer delivered after a delay. 

Before phase two of the adjusting delay procedure began, delay to sweeter reinforcer 

was decreased to 0 s in one  forced-choice trial with the sweeter reinforcer. In phase two, the 

adjusting procedure started with one trial with 5 s delay on the sweeter reinforcer followed by 

one trial with 10 s delay on the sweeter reinforcer. If preference reversal was shown when the 

delay was 50 s or higher in phase one, the delay was increased with 10 s every trial in phase 

two. If preference reversal was shown when the delay was less than 50 s in phase one, the 

delay was increased with 5 s every trial in phase two. When delay was increased to the same 

duration as it was in the block preceding the one she showed preference reversal in phase 

one, the delay was increased every second delay until show showed preference reversal a 

second time and the experimental session with the selected bumblebee that day ended. 30 

percent disinfection was used to clean the apparatus between each experimental condition and 

airdried to remove possible scents from preceding trials. A flowchart of the procedural steps 

is shown in figure 4. 

Results 

Five bumblebees (ID: 29, 23, 21, 30, and 39) were exposed for an adjusting delay 

procedure to determine the duration of delay they showed preference reversal at and examine 

how their behavior was affected by increasing delay to the sweeter reinforcer. The selected 

bumblebees used an average of 6 h and 11.5 min ( SD = 43.2 min) to complete the 

experimental session. 
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The bumblebees did not show any systematical side preferences during the selection, 

three bumblebees showed a preference for the right arm and two showed a preference for the 

left arm. All subjects met the criteria of choosing the sweeter reinforcer five out of the last six 

free-choice trials in the preference test. Two subjects (21 and 30) met the criteria without 

extra trials. The remaining three subjects (29, 23, and 39) choose the less sweet reinforcer in 

three free-choice trials and were therefore exposed to one forced-choice trial on the sweeter 

reinforcer before they met the criteria in the following six free-choice trials.  

The point of preference reversal was registered as the delay in the last trial the 

bumblebees chose the sweeter reinforcer before switched to choose the less sweet reinforcer. 

Figure 6 visualizes the point where each individual bumblebee showed preference reversal in 

phase 1 and phase 2, in addition to the mean duration of delay subjects showed preference 

reversal in both phases. The point of preference reversal was similar in phase 1 and phase 2 

between all bumblebees except for in bumblebee 21. A visual analysis of figure 6 indicates 

that the point of preference reversal in phase 1 appeared to be replicated in phase 2, 

corresponding with a non-significant statistical difference between the mean of delay the 

subjects showed preference reversal at during phase 1 (M = 50, SD = 16.96) and phase 2 (M = 

55, SD = 14.14) in a paired sample t-test, t(4) = -.845,p = .446, d = 13.23. Two out of five 

bumblebees replicated the point of preference reversal perfectly by switching to choose the 

less sweet reinforcer at the same duration of delay in phase 2. Two of them replicated the 

point of preference reversal sufficiently in phase 2 by switching at 10 s lower than and higher 

than in phase 1. Whereas the remaining bumblebee did not replicate it because she showed 

preference reversal at an importantly lower delay in phase 1 than in phase 2.  

A visual analysis of delay reset and time waited in right arm in relation to the required 

time of delay for the sweeter reinforcer to be delivered, was conducted. Delay reset and time 

waited in the right arm over trials with increasing delays in both phases is visualized in 
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Figure 7. The result indicated that the subjects showed a general pattern of managing to wait 

the required time of delay for sweeter reinforcer to be delivered without resetting the delay 

until preference reversal, however with a few exceptions. The exceptions were that delay was 

reset once in two trials for subject 29 in phase 1, once in one trial for subject 21 in phase 1 

and two times in one trial in phase 2, and once in one trial for subject 30 in phase 1. In phase 

1, the delay interval was reset several times in the trials the bumblebees showed preference 

reversal, whereas in phase 2  two out of five bumblebees reset the delay interval. Bumblebee 

23 waited 1 s less than the required time for delivery of the sweeter reinforcer in the trial she 

showed preference reversal in phase 1. Bumblebee 21 and 39 waited 1 s less than the required 

time for delivery of the sweeter reinforcer in the trial they showed preference reversal in 

phase 2.  

 A visual analysis of the number of visits to the arm with the less sweet reinforcer in 

each trial was conducted to examine switching between options when the delay was gradually 

increased, see figure 8. In trials prior to preference reversal, the bumblebees had few visits to 

the arm with the less sweet reinforcer in both phases, typically around one visit. In the trials 

the bumblebees showed preference reversal, they had a significantly higher number of visits 

to the arm with the less sweet reinforcer. 

The Intertrial interval (ITI) was calculated as the amount of time the bumblebees used 

from the start of one trial, registered as entered the Y-maze, to the start of the next trial. Thus, 

the ITI depended on the bumblebee and when it returned to the Y-maze from the hive 

between trials. The mean intertrial interval in seconds from the trials prior to preference 

reversal in phase 1 and phase 2 from bumblebee 23, 21, and 30, in addition to the mean 

intertrial interval from the four bumblebees in both phases, is visualized in figure 9. The 

intertrial interval from bumblebee 29 was not reported because time outside of Y-maze was 

not registered. Four outliers were identified with a criterion of more than 3 z-scores above or 
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underneath the mean. The four outliers were removed because they represent something else 

than ITI and they are included in figure 10. The bumblebees were on average exposed to the 

procedure for 6 hours, and it is only natural that they showed deviant behavior, for example 

staying longer in the hive or flying in the flying arena. The figure shows that intertrial 

intervals were generally stable over increasing delays. Which is consistent with a statistically 

non-significant Pearson’s correlation test between intertrial interval and delay from all four 

bumblebees in the trials prior to preference reversal neither in phase 1, r(89) = .034, p = .750, 

nor in phase 2, r(41) = -.156, p = .329. A paired sample t-test showed significantly higher 

intertrial interval from the four bumblebees in phase 2 (M = 523.98, SD = 83.3) than in phase 

1 (M = 375, SD = 35.9), t(38) = -5.063, p < .001, d = -.811, 95% CI [-1.16, -.444].  

Intertrial interval in each trial prior to preference reversal with the increasing delay in 

phases 1 and 2 from bumblebee 23, 21, 30, and 39 is visualized in figure 10. The outliers are 

included in figure 10. The intertrial interval from bumblebee 29 was not reported for the same 

reason as it was not reported in figure 9. The bumblebees showed relatively stable intertrial 

intervals over increasing delays in the trials prior to preference reversal in both phases. 

Bumblebee 23, 21, and 39 show one outlier that was visually higher than the other ITI in 

phase 1, corresponding to the significant statistical higher ITI in phase 2 than in phase 1, ITI 

was visually higher in phase 2 than in phase 1 in figure 10. In addition, ITI varied more in 

phase 2 than in phase 1. 

Discussion 

The aim of the present study was to develop and refine a procedure to investigate 

delay discounting in bumblebees. Preference reversal was tested by systematically increasing 

delay to a sweeter reinforcer in an adjusting delay procedure, and determining the point that 

bumblebees switched from choosing the sweeter delayed reinforcer to choosing the less sweet 

reinforcer. The overall results show that the bumblebees demonstrated high levels of self-
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control by choosing the sweeter delayed reinforcers over the less sweet immediate reinforcers 

when delays were substantially increased (see figure 6). The bumblebees average point of 

preference reversal was at 50 s in phase 1, which was replicated in phase 2 with average 

preference reversal at 55 s. Switching between the two options was measured as the number 

of delays reset and overall visits to the alternative with the less sweet reinforcer. Delay resets 

(figure 7) and overall visits to less sweet alternative (figure 8) shows that bumblebees visited 

the less sweet arm of the apparatus relatively more frequent at preference reversal trials.  

The results on the present study corroborate with those found by Cheng et al. (2002), bees 

(honeybees and bumblebees) choose sweeter and delayed over less sweet and immediate 

reinforces. These results support the argument that bees are able to emit self-controlled 

choices. However, Cheng et al. (2002) study only manipulated a single delay duration (5 s), 

whereas the present study systematically increased delayed duration to determine the point of 

preference reversal. Cheng et al. (2002) found that not all of the honeybees showed a 

preference for the sweeter delayed reinforcer, which was not the case in the present study. 

This difference is likely due to procedural and measurement disparity between both studies. 

In Cheng et al. (2002), a choice was defined as the first alternative visited by bees, even with 

they switched to and fed from delayed and sweeter alternative before returning to the hive. 

The bumblebees in the present study often visited the less sweet alternative and sampled the 

less sweet reinforce by poking it with their proboscis. They would then switch to the sweeter 

and delayed alternative and committing to the feeding before return to the hive (see figure 8). 

Therefore, the reason that some Cheng et al. (2002) honeybees did not show a preference for 

the sweeter reinforcer may be due to their definition of choice. In the present study, a choice 

was instead defined as the choice the bumblebee committed to feed until saturated before 

returning to the hive, which often was, but not always, the last response in the trial. This 
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definition resembles a more natural foraging behavior because they can respond to both 

reinforcers before choosing one of them, which can be viewed as more ecologically valid.  

Even though the intertrial interval (ITI) was not adjusted in the present study, the 

bumblebees showed stable ITI across experimental sessions, with no differences for trials 

with longer delays. The means of ITI in phase 1 and phase 2 were similar, however with 

more observable variability in phase 2. The ITI in phase 2 might have been more variable 

because as fewer data points were collected, and delays were increased more drastically. ITI 

is commonly adjusted in delay discounting procedures with animals to control for differences 

in the total reinforcer rate by ensuring that the time between choice opportunities is held 

constant independent of the bumblebees choice (Madden & Johnson, 2010, p. 24). However, 

Hayden (2016) pointed out that when adjusting the ITI, it is assumed that the animals are 

aware of events happening after a reinforcer is delivered, even though there is little evidence 

supporting this assumption. For example, ITI did not seem to affect the degree of delay 

discounting when ITI was manipulated in monkeys (Pearson et al., 2010), starlings (Bateson 

& Kacelnik, 1996), and rats (Goldshmidt et al., 1998; Sjoberg et al., 2021). Sjoberg et al. 

(2021) even pointed out that it may not be necessary to adjust the  ITI in delay discounting 

procedures with animals when they seem unaffected by ITI. The ITI in the present study did 

not vary with increases in delays, indicating that preference reversal was not affected. 

However, further research is needed to determine if it is necessary to adjust ITI in delay 

discounting procedures with bumblebees. For example, by examining if bumblebees show 

preference reversal at different points if ITI. For that, a waiting are may be added before the 

Y maze entrance, where ITI is manipulated by restricting access to both reinforces.  

The present study contributes to the understanding of delay discounting in bumblebees by 

refinement of the procedure and suggesting procedural improvements to choice definition. 

The results indicate that choice should be defined as the reinforcer the bumblebee committees 
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to feed until saturation and not just as the first alternative visited. The reason to such 

definition of choice is because they frequently visit the less sweet alternative before choosing 

alternative and committing to feed until saturation and return to the hive (see figure 8). The 

bumblebees would therefore be able to freely visit both alternatives before committing to a 

choice, which increases ecological validity by better resembling a natural foraging behavior. 

However, the delay should be reset if the bumblebees leave the sweeter reinforcer before the 

delay is counted down. That is to ensure that they do not leave before the countdown to 

respond to the less sweet reinforcer and return to the sweeter reinforcer being delivered 

without them actually waiting the delay. In this way, each choice chamber function as an 

distinct “artificial flower”, the first with less caloric value but that can be accessed 

immediately after the visit, and the second with a higher caloric value, but that the bumblebee 

should wait to feed after every visit (reset criteria).  

Future research may provide insights on bumblebee delay discounting by finding 

indifference points, rather than preference reversal. That would require to test bumblebees 

over several days. In the present experiment, the bumblebees were only exposed to an 

adjusting delay procedure in one experimental session, even though sessions consisted of an 

average of 6 hours. Even though the present procedure did not consist of several sessions, the 

point of preference reversal was replicated in phase 2. A procedural improvement might be to 

find a way of determining preference reversal more precisely by including more data points. 

Testing delay over several session would also allow testing a procedure similar to Evenden 

and Ryan (1996), thus finding a more accurate estimates of the point of preference reversal. 

Challenges to test bumblebees over several days include their short lifespan and difference in 

activity levels along the days.   

Even though testing the ecological analysis hypotheses and metabolic hypotheses were 

not the focus of the present study, the results can still be looked at in relation to the 
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hypotheses. The result in the present study indicated that the bumblebees typically preferred 

the sweeter delayed reinforcer, corroborating the ecological analysis hypotheses (Logue, 

1988). However, the present procedure did not allow for testing the metabolic hypothesis 

(Tobin & Logue, 1994). That is because only the delay, and not the metabolic state of 

bumblebees, was manipulated. Mayack and Naug (2015) examined if honeybees showed 

different degrees of self-control on different levels of starvation in an association procedure 

by measuring choice as a proboscis extension response (PER) reflex. Their result indicated 

that the honeybees showed less self-control when starved. Importantly, Mayack and Naug 

(2015) pointed out that the ecological analysis hypothesis and the metabolic hypothesis do 

not necessarily need to be mutually exclusive. Although the bumblebees tested in the present 

study typically preferred the sweeter delayed reinforcer, their metabolic needs were likely 

met, as the distance needed to enter the experimental apparatus was insignificant. It is 

challenging to deprive each individual bumblebee, as we are actually depriving the whole 

hive, allowing for caloric storage in the hive. Therefore, depriving it would have to be 

examined by starving bumblebees before every trial, which would be difficult. A solution to 

test the metabolic hypothesis might instead be to expose the bumblebees with varying body 

size to a delay discounting procedure to examine if there is a correlation between body sizes 

or and the point of preference reversal. 

Limitations to the present study must be acknowledged. The inconsistency in delay 

increasement might have affected the point the bumblebees showed preference reversal at, 

thus contributing to the noisy data. However, more research with more data points is needed 

to increase reliability. In addition, questions concerning if the choices were reinforced when 

bumbles accessed the sucrose solution or when they unload the sucrose solution back in the 

hive can be raised (Cheng et al., 2002). If it is reinforcing when they are unloading the 

solution back in the hive, both reinforcers would have been delayed. Therefore, the choice 
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might not have been between a less sweet immediate reinforcer and a sweeter delayed 

reinforcer. Instead, it might have been between a less sweet sooner reinforcer and a sweeter 

later reinforcer that both are further in the future than assumed. If so, it could potentially have 

affected the point the bumblebees showed preference reversal at because the subjective value 

of the sweeter later reinforcer might have been discounted more steeply than the subjective 

value of the less sweet sooner reinforcer when the delay to both reinforcers was higher than 

assumed (Green & Myerson, 2004). This can for example be studied by determining if the 

point of preference reversal varies when manipulating the delay to both reinforcers. 

Research on delay discounting in bumblebees may provide useful information to the 

understanding of interspecies variation in self-control. Because bumblebees are both highly 

eusocial and small in size, examining delay discounting in bumblebees can put the ecological 

analysis hypotheses and the metabolic hypotheses to the test. Before examining the questions 

concerning interspecies variation in self-control and the two hypotheses, it is beneficial to 

establish basic knowledge about how to apply delay discounting procedures in bumblebees. 

Few studies have examined delay discounting in bumblebees, therefore the present study 

aimed to contribute to the understanding of delay discounting in bumblebees through 

methodological development and refinement of a delay discounting procedure. By taking the 

procedural refinements and suggested procedural improvements into consideration when 

designing delay discounting procedures with bumblebees as subjects in future research, basic 

research on procedures should be applied in bumblebees can be established. Thus, making it 

possible to examine the bigger questions concerning interspecies variation in self-control 

through experiments with bumblebees. 
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Figure 1 

Stimuli 

Stimulus 1 

 

 

Stimulus 2 

 

Stimulus 3 

 

Note. The figure displays an overview of stimuli (20 cm x 20 cm) placed on the back walls 

around the entrance to the two arms in the Y-maze. All three stimuli were white laminated 

paper (20 cm x 20 cm) with a 10 cm black circle around the entrance. Stimulus 1 was used on 

both arms during feeding and selection. Stimuli 2 and 3 were used during data collection, one 

on each arm.  
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Figure 2 

Apparatus 

 

Note. This figure shows a 2D model of the apparatus. The flying arena consists of a 

rectangular box with white acrylic walls and floor with a glass lid (length = 120 cm, width = 

100 cm, height = 50 cm). A landing platform (3 cm x 1 cm) was located underneath the 

entrance to the hive on the wall, and green marks are placed around the entrance to signal the 

hive entrance and facilitate navigation. A squared hole (30 cm x 70 cm) in the wall parallel to 

the wall with the hive entrance is covered with a brown cardboard with one white landing 

platform (length = 5 cm, width = 7 cm, height 2 cm) in the middle of the cardboard. A 

sunburst pattern with green stripes was drawn on the cardboard around the top half of the 

landing platform for easier navigation. The landing platform was connected to a white plastic 

entrance channel coved by plexiglass (length = 14 cm, width = 7 cm, height = 2 cm) leading 

to a Y-maze. 
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Figure 3 

Y-maze 

 

Note. The bumblebees entered the Y-maze through a hole (diameter = 2 cm) in the frontal 

wall connected to the end of the entrance channel. The first room they entered was a decision 

chamber where they were faced with two back walls (20 cm x 20 cm) on the arms of the Y-

maze. Each back wall had a hole with 2 cm in diameter in the middle that is connected to a 

small plastic container (length = 5 cm, width = 6 cm, height = 6 cm). 
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Figure 4 

Procedural steps 

 

Note. Flowchart of the procedural steps.  
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Figure 5 

Choice options 

 

 

Note. Illustration of the choice options in one trial. 
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Figure 6 

Preference reversal

 

Note. Preference reversal registered as the delay to sweeter reinforcement in the last trial each 

subject chose sweeter delayed reinforcement in both phases. Mean and SD of the delay 

subjects showed preference reversal at in phase 1 (M = 50, SD = 16.96) and phase 2 (M = 55, 

SD = 14.14) is visualized as subject M.  
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Figure 7 

Delay reset 

 

Note. Markers with solid fill represents when the selected bumblebee waited the required 

duration of delay and sweeter reinforcement was delivered. Markers with no fill represents 

when the selected bumblebee waited less than the required duration of delay, sweeter 

reinforcement was not delivered, and delay was reset. Markers with no fill that have a thicker 

line indicate that delay was reset more than once with the same time. 
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Figure 8 

Visits to the arm with less sweet reinforcer 

 

Note. The last datapoint in phase 1 from subject 23 represents 19 visits to arm with less sweet 

reinforcement during the second trial with 60 s delay. 
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Figure 9 

Intertrial interval: Phase 1 and 2 average 

Note. Mean intertrial intervals in seconds from trials prior to preference reversal in phase 1 

and phase 2 from bumblebee 23, 21, and 30. M represents the mean of the intertrial intervals 

from the four bumblebees in both phases. Error-bars represent standard deviation. 4 outliers 

were removed with a criterion of  z-scores more than 3 above or underneath the mean. 
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Figure 10 

Intertrial interval: Individual overview 

 

Note. Intertrial interval in seconds at in trials prior to preference reversal with increasing 

delay from subject 23, 21, 30 and 39.  

 


