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Abstract. Readable text is a key ingredient in a universally accessible web. 

WCAG2.1 recommends that text should be readable by someone with basic 

schooling, a criterion that is hard to quantify and implement. Writers rely on 

qualitative clear-language recommendations, their own experience, and tools. 

This study set out to investigate if one class of such tools, automatic grammar 

checkers, has a measurable effect on the readability of text. A controlled experi-

ment was conducted employing 15 participants who brought a piece of their own 

writing to the experiment tasked with improving the text using a grammar 

checker. Changes in readability of the text before and after applying the grammar 

tool were measured. Results show that there were significant reductions in error 

rates by applying the grammar tool, while there were no significant effects on 

readability. The results suggest that other automatic tools beside grammar check-

ers are needed to improve readability. These results have implications for web 

content providers. 

Keywords: universal accessibility, readability, web texts, grammar checkers, 

clear language, writing assessment. 

1 Introduction 

With increased access to digital devices, information is more available than ever, gov-

ernments have been pushing towards digital societies. While it is the fastest medium to 

share information on the internet, it should also be of concern to make that information 

accessible to everyone [45]. Acknowledging this, US government in 1998 announced 

a plan for implementing a system of plain language for the writing of government reg-

ulations. The objective of plain language is to make regulations clearer and easier for 

the average person to understand [37]. According to WCAG2.1 guideline 3.1, content 

providers should “make text content readable and understandable” [52]. Guideline 3.1.5 

addresses the reading level and implies that the limit is centered around “lower second-

ary education level”. When a text requires the reader to have an education level beyond 

this, content providers are recommended to offer an alternative simplified version of 
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the texts. This is challenging [15-166] as it is both difficult to quantify and also lan-

guage dependent. WCAG2.1 also addresses unusual words (3.1.3) and abbreviations 

(3.1.4).  

According to Statistics Norway 2019, about 34.1% of the Norwegian population 

above 16 years of age had higher education. In the United States 32.2% of all adults of 

age 18 and above had higher education as per 2018. As per 2011 census, only 6.7% of 

the population in India attained higher education. In order to prevent information dis-

crimination in society, it is important that the information is accessible and succinct. 

Additionally, governments and organizations such as hospitals and businesses are also 

providing online services. Meade and Smith [38] described the importance of readable 

and understandable texts in healthcare. Text provides vital information, including ad-

vice on how to prevent unhealthy habits and actively participate in diagnosis processes.  

Health-care summaries that are difficult to read prevent patients from becoming active 

and responsible partners that make informed conscious decisions. 

Quality writing is a challenging task, be it for academics or professionals, for busi-

ness or private communications [13]. Graduates often lack necessary writing skills for 

business across disciplines including public relations, journalism, and communication 

[25]. Ideally, a good quality text is comprehensible, readable, and communicative. 

Words on paper help establish a bond between sender and receiver, and this bond breaks 

if the writer attempts to persuade a reader with poorly structured sentences that fail to 

forge trust and create coherence [25]. It is essential to address the different factors that 

improve text quality and readability. These include vocabulary, sentence structure, sub-

ject verb agreement, use of correct tense, content, and other grammar conventions. Im-

proved writing skills help the writer to express the ideas more clearly and accurately. 

Writing is intended for sharing information; it might be in the form of a personalized 

letter, examination paper, published news, or a research article. It is the responsibility 

of an author to ensure that the text is legible and easily understood by the target group, 

such as a newspaper article which has the general public as an audience. This large 

audience includes readers with different backgrounds, education, literacy levels, disa-

bilities, and people with English as a foreign language.  

Although the notion of readability is relatively easy to comprehend as "easy to read", 

what exactly constitutes a readable text in practice is less obvious. Klare [32] defines 

readability as the level of difficulty of written text. Various factors affect text readabil-

ity such as vocabulary, sentence length, semantics, readers' area of interest [24], edu-

cation level and experience. Usage of widely known words and shorter sentences help 

make texts easier to read and understand [34]. Readability refers to how much sense 

the words and sentences make to readers, how clear the vocabulary and grammar are 

[7]. Readable texts benefit not only persons with limited education but also readers with 

learning disorders, cognitive disabilities, dyslexia, and ADHD [3, 4, 22]. Highly read-

able and concise texts are also beneficial for visually impaired readers who rely on 

screen reading technologies as it provides these users with a more rapid access to the 

texts [31].  

A grammar checker is a type of writing aid. Web content providers may deploy such 

tools to improve content readability. Word-processors such as Microsoft Word come 

equipped with simple integrated spelling and grammar checkers. There are also third 
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party specialized commercial grammar checkers such as Grammarly and Ginger. Open 

source tools such as Language Pack provided the Open Office family of word-proces-

sors. The rationale for this study was to investigate if such tools have a measurable 

effect on the actual readability of texts. One of the widely used tools, Grammarly Pre-

mium claims to offer over 400 types of checks. It checks grammatical errors, provides 

vocabulary enhancement suggestions, detects plagiarism, and provides citation sugges-

tions [19]. Moreover, Grammarly claims to provide writer support for improving the 

readability of the text by reducing sentence length and employing simple and exact 

words in all contexts [19]. Other products include GingerSoftware and WhiteSmoke, 

with similar claims of helping writers write better English. Based on this we formulated 

the following research questions: 

1. Do grammar tools help improve readability? 

2. Do writers’ self-assessed writing abilities correspond with their actual writing abili-

ties? 

3. Do grammar tools help writers learn about writing? 

2 Related work 

2.1 Readability Formulas 

Dale [111] discussed three aspects affecting readability, namely typography, readers’ 

interest, and writing style. Typography refers to the choice of font, text size, text color, 

background color, spacing, line length, and line spacing. Typography is concerned with 

both the legibility of the text and its aesthetics. Legibility and readability concern the 

speed at which users can read the printed matter. Color contrast has been an important 

issue for readable texts on the web [6, 23, 42, 46-50]. Interest regards what grabs the 

readers’ attention. Gilliland [18] inferred that readability when studied as interest leads 

to the analysis of subject matter and themes preferred by specific groups of readers. 

The style of writing concerns what types of vocabulary, sentence structure, and other 

expressional elements best suit the abilities of readers.  

 In order to determine difficulty level, three widely cited readability formulas were 

developed: the Flesch–Kincaid readability tests, the Dale-Chall readability formula, 

and the Gunning FOG Index. Flesch [17] introduced the two-part readability formula. 

The first part, the reading ease formula, uses only two variables, the number of syllables 

and the number of sentences for each 100-word sample. It predicts reading ease on a 

scale from 1 to 100, with 30 being very difficult and 70 being easy. The second part of 

Flesch’s formula predicts human interest by counting the number of personal words 

(e.g., pronouns and names) and personal remarks (e.g., quotes, exclamations, and in-

complete sentences). Dale-Chall formula was designed to correct certain shortcomings 

in the Flesch Reading Ease formula. It uses a sentence-length variable plus a percentage 

of hard words not found on the Dale-Chall list of 3,000 easy words, of which 80 percent 

are known to fourth-graders. The Gunning FOG Index [21] uses two variables: average 

sentence length and the number of words with more than two syllables per 100 words. 

Mc Laughlin [36] deduced that readability could be expressed as a relationship between 
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two variables which are measures of the difficulty experienced by people reading a 

given text and a measure of the linguistic characteristics of that text. They proposed the 

SMOG readability formula which was derived using regression analysis. SMOG was 

intended to eliminate the problem in existing formulas where one long word or sentence 

affects the readability of an easier text more than it will of a harder text.  

To study the independent impact of different text attributes on readability, Pitler and 

Nenkova [43] identified six factors affecting readability: word length and sentence 

length, vocabulary, syntactic features, lexical coherence, entity coherence, and dis-

course relations. Of these, vocabulary and discourse relations had the strongest impact, 

followed by the average number of verb phrases and text length. The authors claimed 

that using word length and sentence length were less effective than the other features, 

while using a combination of all features produces the best results. 

2.2 Readability beyond Formulas 

Traditional readability formulas are regarded too simplistic and possibly do more harm 

than good as they do not consider other factors such as vocabulary, grammar, and back-

ground knowledge [Error! Reference source not found., 51]. Wright [54] pointed out 

that readability formulas do not consider key factors such as document type, layout, 

acronyms, and abbreviations. Further, some longer words (e.g., understanding) are 

given low readability scores with the formulae but are easy to read, while short but less 

frequent words (e.g., grasp) are given a higher readability score but may be harder to 

read. In addition, proper nouns such as people’s and place’s names should not count 

negatively towards readability. A standard test of readability measure is how well its 

prediction matches with readers’ actual comprehension using existing texts [2]. 

2.3 Readability on the Web  

Jatowt and Tanaka [29] compared readability of three websites, namely Wikipedia, 

simple Wikipedia, and Britannica. They used both syntactical (Flesch Reading Ease) 

and familiarity-based approaches (New Dale-Chall formula) to determine the readabil-

ity index. They found that the average word and sentence lengths were much higher on 

Wikipedia texts compared to those of simple Wikipedia. Britannica was also easier to 

read compared to Wikipedia. The study suggested that Wikipedia’s emphasis on accu-

racy and coverage may have reduced readability compared to the other resources.  

To study the impact of typographic features on readability, Yu and Miller [55] intro-

duced a Firefox Extension named Froggy. The extension removed distractions from the 

web pages in the form of advertisements and transformed the text into a more readable 

format. The participants were positive towards the Jenga format, and they considered 

it easier to read and understand compared to the standard format. There was also a slight 

improvement in comprehension without affecting reading speed.  

Chung et al. [10] focused on simplifying the text on news websites for improved 

readability for deaf people. They developed an online news display system simplifying 

syntactic structures and providing graphical representations. The system simplified 

complex sentences by identifying embedded clauses, and relocating them for simpler 
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structure, and then visually presenting the relationships among clauses. The evaluation 

showed that tested sentences were mostly correctly restored. More than half of the er-

roneous sentences were false relocations of adverbial clauses. The participants re-

sponded positively concerning system adequacy. 

2.4 Evaluating writing 

Writing assessment can be implemented based on holistic or analytic scales. The holis-

tic evaluation involves reading to gain an overall impression of a writer's skill [9]; in 

contrast, the analytic scoring involves an itemized analysis to help identify weaknesses 

in a student's writing [33]. In holistic scoring, the rater makes an overall judgment con-

cerning the quality of performance. In analytic scoring, the rater assigns a score to each 

of the dimensions being assessed [30]. These evaluations are often conducted using 

scoring rubrics to help analyze writing in a reliable and consistent manner [39]. A well-

established scoring scheme for writing assessment included five categories: content, 

organization, vocabulary, language use, and mechanics [26]. Weigle [53] described this 

as one of the best known and most widely used analytic scales in ESL.  

2.5 Grammar checkers and efficacy 

Schraudner [40] examined the role of automated correction tools as a teacher's assistant 

to supplement efficient learning for English language learners. The participants were 

asked to weekly read a portion of a book and electronically respond with an explanation 

of the content. The results showed that commonly occurring errors were related to punc-

tuation, conjunctions, and pronouns. Grammarly's category for sentence structure found 

direct translation errors. Sentence structure was created as object-subject-verb or sub-

ject-object-verb. The tools were deemed useful for the students’ learning and planning; 

in particular, word choice, word frequency, and spelling were easy to monitor and tar-

get, except handling irregular past tense verbs. The tools helped improve learners’ lex-

ical abilities and the use of punctuations and prepositions. 

Dale [12] conducted a comparative study of ten proofreading systems including 

Grammarly, Ginger, ProWritingAid, ClearEdits, Editor, Correct English, Grammar-

Base, GrammarCheck.net, SpellCheckPlus, and Style Writer 4. The study observed that 

the performance of these programs was unsatisfactory. Grammarly and Ginger per-

formed better than the others.  

Cavaleri and Dianati [8] surveyed the students' perceptions of Grammarly use in 

writing assignments. Students had mostly positive feedback with a few exceptions. The 

survey indicated long-term benefits as explanations and hints were helpful in under-

standing grammar rules. Some responded that they would only use Grammarly for 

proofreading. The grammar mistakes detected appeared to be minor and could have 

been resolved if they had read them carefully themselves. Some Grammarly recom-

mendations were deemed incorrect or unclear.  

Oneill and Russell [41] explored the role of feedback on grammar for those using 

Grammarly. The results were compared for those who received automatic advice from 

Grammarly and those who manually received advice from the advisors. The students 
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who received non-Grammarly advice were satisfied, but the students with Grammarly 

advice were strongly satisfied. Students' experience was largely positive regarding the 

use of Grammarly; they claim it improved their confidence. The major concern was the 

accuracy of the feedback. They also identified issues with passive voice, complex sen-

tences, and vocabulary choices. Some students were not satisfied with the performance 

of Grammarly and even preferred feedback from MS Word over Grammarly. Students’ 

prior knowledge of the English language also had effect on their responses. Students 

with a low IELTS score were highly satisfied with Grammarly. Students with the lowest 

scores who studied English at the university were most critical of Grammarly. 

3 Method 

3.1 Experimental design 

A controlled experiment was configured with a pre-test/post-test design. Automatic 

grammar tool was the independent within-groups variable with two levels, namely 

without tool and with tool. The dependent variables included ratio of errors per word, 

Grammarly readability score, Gunning Fog Index, SMOG readability score, and raters’ 

language scores. 

3.2 Participants 

Fifteen participants were recruited; six were female and nine were male. All were stu-

dents at Oslo Metropolitan University, randomly selected from graduate programs 

where English was the language of tuition. Most participants were in the 27 to 34 age 

range, with the youngest being 21 and the oldest close to 50. The participants had min-

imum qualification of English proficiency with experience in academic writing. Partic-

ipants either had at least a TOEFL score of 90 or had been studying English for more 

than 13 years. None of the participants reported having any reading disabilities such as 

dyslexia. 

Eleven participants reported having English as their second language (L2), three par-

ticipants reporting having English as their third language (L3), while one participant 

reported using English as the fourth language (L4). Nine participants heard about read-

ability, while six participants were unfamiliar with this term. Moreover, ten participants 

had heard about grammar checking tools such as Grammarly, while five reported that 

they had not heard about such tools. 

3.3 Equipment 

A Thinkpad laptop computer with screen size of 13 inches and touchpad was used for 

the experiments with Microsoft Word word-processor and a full version of Grammarly 

installed. An initial test revealed that there were minimal functional differences be-

tween Grammarly and Ginger, and Grammarly was chosen as it appears to have a larger 
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market share. Grammarly also has its own built-in readability metric. The screen activ-

ity was recorded using ShareX video recording software. 

3.4 Task 

The participants were asked to bring a recently written text document on a USB stick. 

This text was to be academic coursework as part of their studies. These texts were used 

as a pre-experiment sample. Participants’ own writing was chosen to make the experi-

ment more engaging and help motivate the participants as they had a chance to improve 

their own writing.  

The grammar-checking task involved editing their own text using the feedback from 

the grammar tool. The grammar tool would suggest simple grammar corrections and 

other changes such as restructuring sentences to improve clarity. Participants had the 

option of accepting suggestions, reject suggestions, or edit the text based on the feed-

back. 

3.5 Procedure 

Potential participants were contacted personally and briefed about the purpose and tasks 

for this project. A suitable time to perform experiment was agreed upon, which allowed 

potential participants extra time to decide about their participation. 

The participants conducted the tasks individually at the university campus in a meet-

ing room, which reduced the influences of external noise and ensured constant condi-

tions for each participant. This setup was controlled in a natural environment since all 

the participants were students at the university. Participants were given a copy of con-

sent form explaining the purpose of the study. Consent was given orally. The experi-

ment was completed in a single session for each participant. Each session started with 

a questionnaire to gather information about the participant's understanding of readabil-

ity and their self-assessment of proficiency in written English (How much help is 

needed with vocabulary, grammar, sentence formation, punctuations, content, writing 

style, and voice). It also included questions about common writing issues and any prior 

experiences with grammar checker software. 

Next, the text sample was loaded, and the participant was asked to run Grammarly 

on the text sample they had brought to the session. The participants were asked to use 

the feedback and improve the text as per their understanding. Participants were encour-

aged to work independently, but on-spot guidance was provided. The computer screen 

was recorded without audio enabled to facilitate in-depth analyses of the users’ inter-

action with the grammar tool. 

After completing the grammar-check, the participants were asked to answer a post-

test questionnaire about their overall experience and their opinions about the problems 

identified and corrections suggested by the software. 

Participation was voluntary and anonymous. The participants’ identities were not 

recorded and the meta-information in the participants text documents were deleted. 

Therefore, no personal identifying information was stored, and the General Data Pro-

tection Regulations (GDPR) did not apply. 
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3.6 Observations 

The number of errors in the documents was reported by Grammarly and verified by a 

review of the screen recordings. The ratio of errors per word per writing was computed 

by taking the number of errors reported divided by the number of words in the text. 

This allowed the error scores to be compared across writings with varying lengths. The 

Gunning FOG Index was calculated using an online tool (http://gunning-fog-

index.com/fog.cgi) and the Grammarly readability scores were provided directly by the 

software tools. The SMOG scores were computed using online readability checker tool 

(https://readabilityformulas.com/). 

The texts were also manually assessed based on a scoring rubric of five criteria. A 

scoring rubric guides assessors what features to scrutinize as they read; these de-

scriptors are useful because they give evaluators a sense of what aspects of a student’s 

writing should be critiqued [30, 33].  Style, vocabulary, grammar, mechanics, and clar-

ity are the criteria identified for evaluation. These categories are tweaked version of 

scoring rubric from [26], which is widely used in its original or adapted form [5, Error! 

Reference source not found., 27, 33, 35, 44]. This study excludes the content criterion 

and uses analytic scoring as content evaluation involves testing subject-specific 

knowledge, which is not affected by grammar checker tools. 

3.7 Analysis 

The observations were analyzed using the statistical analysis software JASP version 

0.11.0.0 [28]. 

 

Fig. 1. The mean number of errors before and after applying the grammar checker. Error bars 

show 95% confidence intervals. 

4 Results 

Shapiro Wilks tests revealed that the Grammarly readability scores (W = 0.433, p < 

.001) and Gunning FOG scores (W = 0.769, p = .002) were not normally distributed, 
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while the ratio of errors per word and SMOG measurements did not deviate from the 

normal distribution. The pre-check and post-check scores for Grammarly readability 

and Gunning FOG were therefore analyzed using non-parametric procedures, while the 

errors per word and SMOG measurements were analyzed using paired t-tests.  

A paired t-test test revealed that grammar checking had a significant effect on the 

percentage of errors per word (t(14) = 6.437, p < .001, Cohen's d = 1.662), as there were 

nearly three times the percentage of errors per word in the pre-checked texts (M = 4.6, 

SD = 1.8) compared to the post-checked texts (M = 1.3, SD = 0.8). In terms of percent-

age, the results show that the participants followed about one third of the advice pro-

vided by the grammar tool (M = 31.8, SD = 18.3) but rejected the remaining advice. It 

is also worth noting that the rate of error per word prior to grammar checking correlated 

strongly with language levels (L2, L3, and L4) of the participants (r(15) = .656, p = 

.008), confirming that less experienced learners made more mistakes than more expe-

rienced learners. 

No significant effect of the grammar checker could be observed for the Grammarly 

readability score (W = 15.0, p = .93); the  scores before checking (M = 38.7, SD = 10.7) 

were marginally larger than the scores after checking (M = 37.2, SD = 12.4). Similarly, 

no significant effect of the grammar checker could be observed on the Gunning FOG 

index (W = 39, p = 1.0); the scores before checking (M = 15.157, SD = 2.319) were 

nearly the same as the scores after checking (M = 15.153, SD = 2.33). 

There was also no significant effect of the grammar tool on the SMOG measures 

(t(14) = 1.317, p = .209) as the mean pre-check score (M = 11.693, SD = 1.65) was 

nearly identical to the mean post-check score (M = 11.633, SD = 1.616). The SMOG 

score did not correlate with the participants’ self-reported English writing skills; how-

ever, the SMOG readability scores correlated positively (r(15) = .524, p = .045) with 

the participants’ language level (L2, L3, or L4). 
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Fig. 2. Distribution of mean errors types before and after grammar check. Error bars show 95% 

confidence intervals. 

Fig. 2 shows the distribution of error types before and after applying the grammar 

tool. As can be seen, verb form, article, and punctuations are error categories that were 

effectively eliminated by the grammar tool. Voice, preposition, and vocabulary were 

associated with only minimal improvements. Fig. 2 also shows that the spread in ratio 

of errors was generally smaller for the texts after the grammar check. 
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Fig. 3. Diverging stacked bar chart showing participants’ self-reported writing abilities. The 

Grey-blue left bars show the number of negative responses and the blue right bars show positive 

responses. The grey bars on the right show neutral responses.  

Fig. 3 shows the participants’ self-reported English writing abilities.  Overall, all the 

responses strongly leaned towards the negative side with the fewest positive ratings of 

participants’ own abilities in terms of content. The largest number of negative responses 

was associated with voice, while vocabulary was associated with the fewest negative 

responses. Clearly, voice was the feature of writing with the fewest neutral responses 

while vocabulary was associated with the largest number of neutral responses. 

We also correlated the participants’ self-reported writing abilities with the objective 

readability metrics. The only significant positive correlation was observed between 

writing style and the Grammarly readability score (rs(15) = .553, p = .033) and a sig-

nificant negative correlation between writing style and the Gunning FOG scores (r(15) 

= -.514, p = .05). Participants’ self-reporting writing style correlated positively with the 

error rate after grammar checking (rs(15) = .556, p = .031). 
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Fig. 4. Diverging stacked bar chart showing the participants’ subjective opinions about the gram-

mar-checking tool. The Grey-blue left bars show the number of negative responses and the blue 

right bars show positive responses. The grey bars on the right show neutral responses.  

Fig. 4 shows the participants’ perceptions about the grammar-checking tool. Unlike 

the participants’ rather pessimistic rating of their own writing abilities, the perceptions 

of the grammar tool were positive with all results strongly leaning towards positive 

responses. None of the participants reported that they found the tool difficult to use, 

and only one participant reported that they did not understand the explanations given 

by the tool.  Although also tending towards positive responses, the two questions related 

to learning (i.e., if the tool would be useful for their studies and if they learned language 

using the tool) were associated with mostly neutral responses.  

Correlation analyses show that the participants’ responses to the question about 

whether the grammar tool helped the text correlated positively with the percentage of 

advice followed (rs(15) = .533, p = .041). The error rate before correlated negatively 

with the participants’ perception of how helpful the tool was for improving text (rs(15) 

= -.688, p = .005). The error rate before also correlated negatively with the participants’ 

perception of how relevant the advice provided by the tool was (rs(15) = -.560, p = 

.030).  
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Fig. 5. Diverging stacked bar graph showing the median scores based on the three raters for the 

five-item scoring rubric (style, vocabulary, grammar, mechanics, and clarity). The Grey-blue left 

bars show the number of negative responses and the blue right bars show positive responses. The 

grey bars on the right show neutral responses. 

Fig. 5 shows the median ratings of the texts based on the three raters. The median 

ratings of the three raters for each text were used in the analysis as it was a more robust 

measure than the mean. Analyses show that there was only a significant improvement 

effect of the grammar checker in terms of vocabulary and language (W = 0.0, p = .018) 

which started with a lower mean score (M = 2.867, SD = .743) and it ended with a 

higher score (M = 3.2, SD = .676) after the grammar checking. The diverging stacked 

bar graph in Fig. 4 shows that most of the scores on the negative side of the scale be-

came neutral. A visible improvement can also be spotted for clarity and style, although 

these improvements are not statistically significant. Moreover, Fig. 4 shows that there 

were very little change in terms of mechanics and grammar. In fact, the post-grammar 

check scores for mechanics were slightly lower than the pre-check scores. 

The median ratings of the texts before checking were correlated with the partici-

pants’ self-assessed writing abilities. Style was found to correlate negatively with sen-

tence formation (rs(15) = -.543, p = .036) and positively with voice (rs(15) = -.557, p = 

.031), and clarity was correlated negatively with sentence formation (rs(15) = -.686, p 

= .005). There were no significant correlations between the automatic readability indi-

ces (FOG, SMOG, and Grammary readability score) and the manual ratings of the texts.  
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Table 1. Inter-rater agreement based mean Spearman correlations (ρ). 

 Pre Post 

Style 0.36 0.20 
Vocabulary 0.14 0.12 
Grammar 0.36 0.22 
Mechanics 0.30 -0.33 
Clarity 0.14 0.12 

 

The overall inter-rater agreement was 0.16 which is very low. Table 1 lists the de-

tailed inter-rater agreements for the individual rubrics in the pre and post conditions. 

The inter-rater agreement was computed using the mean Spearman correlations of all 

three rater-pair combinations as the ratings were ordinal Likert values. Clearly, the 

raters agree more on the pre-checked text compared to the post-checked texts. Next, the 

agreements were higher for style and grammar (ρ = 0.36) and lower for vocabulary and 

clarity (ρ = 0.14). 

5 Discussion 

The significant effect of a grammar checker on the reduction of errors is as one would 

expect, as the purpose of a grammar checker is to identify and help correct errors. Sim-

ilarly, the positive effect of the grammar tool on the writers’ vocabulary improvement 

is as expected and as also reflected in the raters’ assessment since the grammar tool 

suggests alternative words and phrases. Readability, or the lack of readability, on the 

other hand is not an error; the results clearly show that there is no significant effect of 

the grammar tool in terms of readability. One could argue that errors and readability 

represent two perpendicular dimensions: It is possible to envisage a grammatically cor-

rect and error free text that is very hard to read, and a text that is very easy to read but 

with many trivial grammar and spelling mistakes. In other words, our results do not 

give support to the claims made by the tool developers that the tool helps improve read-

ability. 

It is interesting to observe that most of the participants had a negative perception of 

their own writing abilities, while they had an overall positive perception of the grammar 

tool. It would be interesting to also contrast the results with a cohort of native English 

speakers. Perhaps we would observe the opposite pattern, namely a positive perception 

of their own writing ability and a negative perception of the tools. Put differently, those 

who are aware of their shortcomings may be more perceptible to assistance compared 

to those who may not have such shortcomings and hence will not find the tools valuable. 

The danger of this positive perception of the grammar tool is that they may give a 

false sense of security for learners of English, especially because of the advertising 

claim that the tools help improve readability. Users may perceive that the texts are im-

proved as many changes are suggested and feedback is provided. However, the elimi-

nation of grammar errors should not be mistaken for readability enhancement.  
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The fact that the percentage of advice followed was far from 100% suggests that 

participants do not blindly follow the advice provided by the tool. They make individual 

assessments of the suggestions and reject some proposals. This is an encouraging result. 

The positive connection between the perceived helpfulness of the tool to improve the 

text and the percentage of advice followed shows that participants who followed more 

advice were also more satisfied with the tool. Most of the participants gave positive 

feedback about the tool, while one of them was highly critical and did not find it effec-

tive. Six of the participants raised the issue of false-positives and said they were over-

whelmed with the amount of errors reported. Three participants also noted that the tool 

lacks technical vocabulary.   

It is not clear as to why the number of errors before the grammar check correlates 

negatively with the participants’ perception of the helpfulness of the tool and the rele-

vance of the advice. This result seems to suggest that participants who made fewer 

errors initially had a more positive perception of the tool than participants who made 

many mistakes initially. 

Clearly, grammar tools did not help with improving readability. It seems that content 

providers still need to rely on language expertise and manual editorial review work on 

their content in order to ensure universally accessible text with high level of readability. 

It is also interesting to observe that the SMOG scores correlated with the partici-

pants’ reported language level (L2, L3, L4) while both FOG and Grammarly scores 

correlated with the participants’ self-reported writing style. It would be worthwhile to 

explore this in more detail, but it may be advisable to base any speculation on a larger 

sample of participants. 

6 Limitations 

This study was conducted with a relatively small sample of participants. The observa-

tions of the dependent variables did not adhere to a normal distribution. It could be that 

a larger sample would yield normally distributed observations. If so, parametric testing 

procedures could be applied. Although the cohort is narrow in the sense that it only 

included students, the cohort was still quite wide in that it included both undergraduate 

and postgraduate students from a range of disciplines. Our goal was to narrow the co-

hort to a single class, but not enough participants volunteered to participate. 

Another potential limitation lies in the texts provided by the participants. These were 

on a diverse set of topics and contexts. Although this was a necessary practical adapta-

tion, it would have been beneficial if these texts were on the same topics and contexts.  

The inter-rater agreement appears to be low, suggesting that the devised manual rat-

ing procedures need to be further refined. One problem may have been that some of the 

rubrics overlapped and no instructions were given on what the various levels of the 

scales meant, leaving the scoring up to personal interpretation. Moreover, the different 

cultural and academic backgrounds of the raters could have been an influencing factor 

on the inter-rater agreement. Also, as the manual ratings did not correlate with the au-

tomatic readability measures, less emphasis has been placed on the manual rating re-
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sults. Finally, this study was based on English, while the WCAG readability require-

ment is language neutral. Hence, it may differ concerning how to approach readability 

in various languages. 

7 Conclusions 

This paper investigated the effects of the grammar checking tool on the readability of 

texts. As expected, the results reveal that the grammar tool has a positive effect on 

reducing the ratio of errors. However, no significant effect on readability is detected. 

Our results therefore do not agree with the claims that these tools help readability. It is 

recommended that web content providers do not rely on grammar checking tools to 

ensure readability. Content providers are advised to consult manual editorial work in-

volving language competences in order to contribute towards universal accessibility of 

web contents. 
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