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Abstract

The joint implication of the consumption Euler equation and cointegration between income
and consumption is that savings predict future income declines, the ‘saving for a rainy day’
hypothesis. The empirical relevance of this hypothesis plays a key role in discussions of
fiscal policy multipliers, and it holds under the null that the permanent income hypothesis
is true. We find little support for this hypothesis using time series data for the 100 largest
US Metropolitan Statistical Areas for the period 1980q1–2015q4. Our approach is to test
for cointegration and weak exogeneity between income and consumption, and by exploring
the direction of Granger causality between the two time series. We find that income more
often predicts consumption and saving than the converse. We also give evidence that house
price changes played a role in US income and consumption dynamics, before, during and
after the Great Recession.

I. Introduction

Consumer expenditure is by far the largest component of spending in the US econ-
omy, and in most other countries as well. The study of saving and consumption dy-
namics is therefore of great importance for both economic policy analysis and economic
forecasting.
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It is well known that the rational expectations permanent income hypothesis (PIH
hereafter) due to Hall (1978) is consistent with unit-root non-stationarity of income and
stationarity of saving, see e.g. Muellbauer and Lattimore (1995, Ch. 3.2). When combined
with the famous theoretical result of Hall (1978), stating that consumption follows a first-
order Markov-process, we obtain the implication that Granger causation runs from lagged
saving to current income and not from saving to consumption. In this paper, we explore
the empirical relevance of these theoretical conjectures by testing the direction of Granger
causality between consumption and income using quarterly time series data for the 100
largest US Metropolitan Statistical Areas (MSAs) over the period 1980q1–2015q4. The
alternative hypothesis is that consumption is not well approximated by the Euler equation.
Instead consumption adjusts (partly) to predictable income changes, and savings is thereby
affected dynamically.

A common ground is represented by the idea that the savings rate may be a stationary
variable, even though there are stochastic trends in the time series of both income and
consumption. This common ground allows the analysis to be held within a vector autore-
gressive (VAR) framework. To account for stochastic trends in income and consumption,
we apply econometric methods that are robust to non-stationarity. Under the hypothesis
that the statistical relationship between consumption and income describes the PIH, a fall
in saving anticipates a future increase in income and a rise in saving anticipates future in-
come declines (see Campbell (1987)).1 This also explains why the result has been dubbed
the ‘saving for a rainy day’ hypothesis, cf. Attanasio (1999).

In his seminal paper, Campbell (1987) referred to (Granger) causation running from
the savings rate to income growth – and not the other (Keynesian) way around – as the
weak implication of the permanent income hypothesis. Empirically, using aggregate US
data for the period 1953–84, Campbell found that the implication of the PIH for the
direction of Granger causality preserved even if other implications of the PIH fared less
well empirically.2 In particular, the Euler equation found little support on aggregate data,
see Flavin (1981), Campbell and Mankiw (1989) among others.

The conclusion that the PIH is at best partly correct, and that it needs to be supplemented
by several factors to account for the many features of consumption dynamics that we are
trying to understand, is well known (see e.g. Romer, 2006; Carroll, 2009; Jappelli and
Pistaferri, 2010; Attanasio and Weber, 2010). Nevertheless, the PIH continues to be one
of the core elements of modern macroeconomics (see e.g. Ljungqvist and Sargent, 2004,
p. 3), it is the centre-piece of macroeconomic DSGE models, and it is essential to the
iterative forward solution of these models, cf. Muellbauer (2016).

One reason why macroeconomists hold on to the principles of PIH, despite the empir-
ical weakness of the consumption Euler equation, may be because it is thought that PIH
nevertheless gets the system properties right: Income and consumption is cointegrated and
income is the most important equilibrating variable, and savings can therefore hold some
predictive power about future income. The objective of this paper is to contribute to the
system assessment of the PIH.

1
Campbell showed this for an infinitely lived consumer with quadratic utility function, equal and constant subjective

discount rates and no credit constraints.
2
Campbell (1987, p. 1267).
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We test the empirical validity of the PIH restrictions on consumption-income VARs for
100 US MSAs. Since the restrictions implied by the alternative economic interpretation of
the statistical system (the consumption function view) are testable within the same system,
evidence for that view is also presented. The data from the MSAs represent aggregated
outcomes, so our contribution is macroeconomic. However, the regional variation between
the MSAs can be correlated with factors that influence consumption, for example distribu-
tion of income and wealth and unemployment. Hence, there is little reason to expect that
the estimated VARs deliver identical cointegration parameters and adjustment coefficients.
Some heterogeneity in the results is reasonable to expect, due to differences in the data
generating processes. On the other hand, if the 100 empirical models show a clustering of
results for the main parameters of interest, results are even more interesting, since the data
is heterogenous. This also gives a panel data interpretation of our 100 separately estimated
VARs, that is, as a fully heterogenous panel data investigation. We also estimate a panel
data model with homogenous derivative parameters. Again, the results can be mutually
supportive if estimation results for the parameters give the same main picture.

In addition, we estimate the models both on a sample covering only the Great Moderation
period (1980q1–2007q4) and a sample including the Great Recession and the recovery
(1980q1–2015q4). Studying both samples allow us to investigate the robustness of our
results, in particular whether there is a change in the direction and significance of the
link between income and consumption, which is the heart of the ‘rainy day hypothesis’.
Further, the empirical models we use allow us to shed light on the role of house prices for
consumption dynamics before, during and after the Great Recession.

The empirical results from the Great Moderation sample strongly suggest that income is
Granger causing consumption, while there is little support for Granger causation running in
the other direction. This result is opposite to the early findings in Campbell (1987), but also
nuances the results in Lettau and Ludvigson (2004), who find that their lagged equilibrium
correction term, which includes income and wealth, explain little of the rate of change of
consumption. Including the financial crisis period in our sample strengthens these result,
and our findings therefore lead us to reject the ‘saving for a rainy day’ hypothesis.

We also show that house prices played a role in US income and consumption dynamics
before, during and after the Great Recession. Moreover, our results suggest a strengthened
role of house prices in affecting consumption dynamics after the financial crisis. This
suggests that US consumers who saw their retirement funds saved up in the housing market
completely wiped out during the housing bust increased their saving to compensate for this
loss. These results are robust to controlling for stock prices and credit growth. In contrast
to house prices, the link between consumption dynamics and credit growth is invariant to
the extension of the data set to include the Great Recession and the period thereafter.

The paper proceeds as follows. In the next section, we outline the implied (and testable)
VAR parameter restrictions of the PIH, and we discuss how we will proceed to explore the
empirical relevance of these theoretical conjectures. In section IV, we present the data sets
that are used in the econometric analyses. Results from the MSA-specific analyses over the
Great Moderation are discussed in section V. In the same section, we explore how our main
conclusions are affected by extending the data set to include the financial crisis period.
In section VI, we analyse whether our results are robust to controlling for credit growth,
the evolution of stock prices and alternative measures of consumption. The same section
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explores the robustness of our results to applying a panel data approach and to adopting
an aggregate time series approach. We also provide evidence at the aggregate level that is
congruent with the MSA evidence. The final section concludes the paper.

II. Related literature

Our paper follows the recent literature in empirical macroeconomic research which stud-
ies macroeconomic questions using disaggregate data (see e.g. Autor, Dorn and Hanson,
2013; Mian and Sufi, 2014; Beraja, Hurst and Ospina, 2016; Martin and Philippon, 2017).
Another prominent example in this field is Nakamura and Steinsson (2014), who estimate
a regional fiscal multiplier using state-level data. They argue that the regional data gives
a powerful diagnostic for distinguishing between alternative macro models, and their esti-
mated multiplier is on the high side of what is typically found using aggregate data. Based
on these results, they suggest that researchers should give more weight on models where
demand shocks have a larger effect on output. As pointed out in Nakamura and Steinsson
(2018), the use of disaggregate data may be particularly useful to discriminate between
different theory models. They may, however, be less suited for answering questions about
aggregate effects, since it is not clear how regional responses translates into aggregate
responses. Our paper is confined to asking whether the ‘saving for a rainy day’ hypothesis
is a valid theoretical view of how the world works, and therefore the number of data points
we get by taking a disaggregate approach seems useful to distinguish between different
theoretical views.

The findings in this paper relate to the discussion about the role of expansionary fiscal
policy during the jobs and incomes crisis that followed the financial crisis, cf. DeLong and
Summers (2012), Eberly (2014) and Stiglitz (2014).The size of the fiscal multiplier depends
on several premises, i.e. ‘idle resources’, the degree of import leakage and the marginal
propensity to consume. With large numbers of unemployed, but employable, workers and
a large domestic economy (small import leakage), the first two factors indicate that there
has been a sizeable fiscal multiplier in the US over the last five to six years. However, if
increased income ends up as private saving because the marginal propensity to consume
is close to zero, the fiscal policy multiplier may nevertheless be very small.

We also contribute to the literature attempting to explain the puzzle that household
saving declined during the Great Moderation and rose again during the Great Recession. A
branch of this literature suggests the easing of credit conditions as an explanation, see e.g.
Parker (2000) and Aron et al. (2012). Further, Guerrieri and Lorenzoni (2011), Eggertsson
and Krugman (2012) and Hall (2011) find that the tightening of credit standards in the
period succeeding the Great Recession can explain the sharp increase in the savings rate.
An alternative explanation was highlighted in an earlier contribution by Carroll (1992), who
suggested precautionary saving as an explanation for why savings rates tend to increase
in recession periods. A more recent study by Alan, Crossley and Low (2012) reaches a
similar conclusion. The evolution of the savings rate can also be affected by changes in
households’ net worth. Lettau and Ludvigson (2004) and Lettau and Ludvigson (2013)
found only weak wealth effects. On the other hand, Mian, Rao and Sufi (2013) estimated
a sizeable marginal propensity to consume out of housing net worth using US zip code
level data for the 2006–09 period. Carroll, Slacalek and Sommer (2012) also investigated
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the relative importance of credit conditions, precautionary saving and the wealth channel
in explaining US savings rate dynamics. While their results suggest that all three channels
are important, they find that the largest contributor to the recent increase in the savings
rate is the drop in household wealth. Our results are consistent with the findings in Carroll
et al. (2012) and Mian et al. (2013).

III. The ‘saving for a rainy day’ hypothesis tested on cointegrated VARs for
MSA data

Campbell (1987) derived the implication that, under the null hypothesis of the PIH, saving
should encapsulate the superior information of the agent to the econometrician, meaning
that lagged saving should Granger-cause income in a bivariate VAR. This is also consis-
tent with Hall’s consumption Euler-equation. Hence, consumption should not be Granger-
caused by lagged income, or lagged saving, in the VAR. These implications contradicted
the economic interpretation of empirical consumption functions of the Keynesian type,
where the existing disequilibrium in saving was a predictor of next period’s consumption
change, Davidson et al. (1978).

A cointegrated VAR approach

Under the assumption that both consumption and income are integrated of order one, I (1),
cointegration represents a common ground between the consumption function approach,
and the permanent-income/life-cycle theories (Eitrheim, Jansen and Nymoen, 2002).3

To test for cointegration between consumption and income, and to explore the direction
of equilibrium correction and Granger causality, we develop MSA-specific econometric
models. Our main reference is a VAR(pj) model of the following form:

yj,t =
pj∑

s=1

Aj,syj,t−s +�jDj,t + "j,t (1)

where the index j represents MSA unit. The vector yj,t comprises real consumption and
real disposable income. Deterministic terms (linear trend and a constant) are collected in
the vector Dj,t . House price changes and the real interest rate are also collected in Dj,t . The
disturbances are assumed to follow a multivariate normal distribution, with expectation
02×1 and covariance matrix �j, i.e. "j,t ∼MVN (02×1,�j).

For all areas, we start with a lag length of 5, i.e. pj =5. Then, we select the lag length
(between 1 and 5) that minimizes theAkaike Information Criterium (AIC).4 Conditional on
the optimal lag truncation, pÅ

j , we consider (1) on vector equilibrium correction (VECM)
form. We follow the recommendation of Johansen (1995) and Harbo et al. (1998) and
restrict a deterministic trend to enter the cointegration space in order to achieve a similar

3
A detailed exposition of the framework with the use of a first order VAR is given in Online Appendix A.

4
Other lag selection criteria also exists, and some researchers prefer the Schwarz Information Criterion (SIC). The

main difference between the two criteria is that SIC punishes overparameterization relatively more than AIC, which
gives more weight to fit (the likelihood). All of our main findings are robust to using SIC instead of AIC. Detailed
results are available upon request.
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test for cointegration rank.5 Letting ỹj,t = (y′j,t , trendj)′, the VECM representation of the
VAR model takes the following form:

�yj,t =�j ỹj,t−1 +
pÅj −1∑
s=1

�j,s�yj,t−s + �̃jD̃j,t + "j,t (2)

where D̃j,t contains the constant term, the real interest rate and house price changes. All
coefficient matrices are redefined conformably.

To determine the rank of the matrix �j, we use the trace test of Johansen (1988). The
rank of �j corresponds to the number of independent linear combinations between the
variables in ỹj,t that are stationary, i.e. the number of cointegrating relationships. When
�j has reduced rank, we can write �j =�j�

′
j, where �j is a (lj + 1) × rj matrix and �j is a

lj × rj matrix corresponding to the long-run coefficients and loading factors (adjustment
coefficients) respectively. The rank of �j is denoted by rj, while lj +1 refers to the number
of endogenous variables (plus the deterministic trend, which is restricted to lie in the space
spanned by �j). In all areas, lj is equal to 2 (real consumption and real disposable income).

Conditional on non-zero rank, we can estimate the parameters in the cointegration space.
In particular, our approach allows us to explore heterogeneities in both long-run income
elasticities and the speed of adjustment parameters. Moreover, cointegration implies that
there is Granger causality in at least one direction (Granger, 1986). To formally explore
the direction of causality, in the Granger sense, consider the reduced rank representation
of the VECM. Before exploring the direction of GNC, we test and impose the restriction
that �trend,j =0. Hence, the VECM used for testing the ‘rainy day hypothesis’ can be written
as: (

�cj,t

�yj,t

)
=

(
�cj

�yj

)(
cj,t−1 −�y,jyj,t−1

)

+
pÅj −1∑
s=1

(
�11,j,s �12,j,s

�21,j,s �22,j,s

)(
�cj,t−s

�yj,t−s

)
+ �̃jD̃j,t + "j,t (3)

where we have normalized the first coefficient in the cointegration space with respect to
consumption.

The PIH holds that consumption growth is not Granger-caused by the lagged income,
hence �cj = �12,j,s = 0 ∀ s. Given �cj = 0, cointegration implies that 0 < �yj < 1, since –
as we know from the Engle–Granger representation theorem (Engle and Granger, 1987) –
cointegration implies equilibrium correction, and vice versa.

Underlying the consumption function approach is the idea that consumption is equi-
librium correcting, i.e. −1 < �cj < 0. Given that this requirement is fulfilled, there are two
possibilities for the coefficient �yj : (i) 0 <�yj < 1 or (ii) �yj =0. The first case is consistent
with hours worked etc. being demand determined and that yj,t adjusts to past disequilibria.
In econometric terms, there is mutual (Granger) causation between income and consump-
tion, see Engle, Hendry and Richard (1983). The second possibility implies that income

5
An alternative to our approach is to exclude the trend from the outset. All our results are robust to excluding the

trend from the outset. Detailed results are available upon request.
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is supply determined. In the context of the VAR, the restriction that �yj = 0 implies that
income is weakly exogenous with respect to the long-run income elasticity, �yj , see e.g.
Johansen (1992). Moreover, there should be one-way Granger causation from income to
consumption, so income is also strongly exogenous. To test for GNC from consumption to
income in area j, we test the joint hypothesis that �yj =�21,j,s =0∀ s.

Allowing for MSA-specific structural breaks

When building the MSA-specific econometric models, we also make use of the impulse
indicator saturation (IIS) algorithm, which is an integrated part of the Autometrics algo-
rithm implemented within OxMetrics (see Doornik 2009; Hendry and Doornik, 2009) to
allow for MSA-specific structural breaks.

The IIS algorithm includes an impulse dummy for each observation in the information
set. More precisely, this implies that the baseline VAR in (1) can be modified to:

yj,t =
pj∑

s=1

Aj,syj,t−s +�jDj,t +�jIt + "j,t t = tj,…, T (4)

where It is a (T +1− tj)× (T +1− tj) matrix of impulse dummies. Since this entails that
there are more variables than observations, the model is estimated in blocks to determine
which indicators are significant (see Hendry, Johansen and Santos, 2008; Johansen and
Nielsen, 2009). If we let the retained indicators for area j be collected in the (T +1− tj)×Qj

matrix Ĩj,t , with Qj < (T + 1 − tj), the IIS robust reparameterization of the VAR takes the
following form:

�yj,t =�j ỹj,t−1 +
pÅj −1∑
s=1

�j,s�yj,t−s + �̃jD̃j,t + �̃j Ĩj,t + "j,t (5)

After having estimated (4) employing Autometrics, we follow the same steps as those
described in the previous section, i.e. we test down the lag length using the AIC, determine
the rank of the matrix �j, and conduct tests for both weak exogeneity and Granger non-
causality. Thus, the estimates and tests obtained in this case can be seen as being robustified
to MSA-specific structural breaks (Johansen and Nielsen, 2009).

Applying the IIS algorithm, an average of �IIS × (T +1− tj) indicators will be retained
by chance, where �IIS denotes a pre-specified significance level used for the selection
of indicators. When applying the IIS algorithm to the VAR model of area j, we set the
significance level to 0.1%. As expected from the documented properties of the algorithm
(Castle, Doornik and Hendry, 2012), very few indicators are picked up in the MSA analysis.

IV. Data

We have collected quarterly time series data at both the national level and for the 100
largest MSAs in the US. For most of the areas, the data set spans the period 1980q1–
2015q4 (T =144).

© 2019 The Department of Economics, University of Oxford and John Wiley & Sons Ltd
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The MSAs included in our MSA data set cover all but four of the 50 US states and are
spread out in different geographical regions. To ease the exposition, we shall follow the
Census Bureau and divide the US into four major regions (West, Midwest, South and East)
when discussing some of our results.6 With reference to those regions, 25 of the MSAs
included in our sample belong to the West, 20 to the East, 30 to the South and 25 to the
Midwest.

The income data, yj,t , measure personal disposable income in billions of USD. Dis-
aggregate consumption data are only available for a relatively short time period at the
MSA level. For that reason, we use data on retail sales in billions of USD as a proxy for
consumption, cj,t . That said, as pointed out by Sorensen and Luengo-Prado (2008), the
correlation between aggregate US retail sales and non-durable consumption is very high.
Thus, in the absence of data on MSA level consumption, we take this to be a relatively good
proxy. Similar data have been used in e.g. Case, Quigley and Shiller (2012), Sorensen and
Luengo-Prado (2008) and Dejuan, Seater and Wirjanto (2004), who all consider state level
consumption in the US. We follow Case et al. (2012) and use the retail sales data supplied
by Moody’s (formerly supplied by Regional Financial Associates). That said, as shown in
a separate robustness exercise in section ‘Weak exogeneity and Granger non-causality’, all
our results are robust to using consumption data on the shorter sample. House price data are
collected from the FHFA, and all series are deflated by the corresponding MSA level CPI
measure, which has also been collected from Moody’s. Finally, MSA-specific real interest
rates are constructed by subtracting the MSA level CPI inflation from the nominal 3-month
T-bill. In the empirical analysis, all variables, except the real interest rate, are included in
log form.

The discussion in section III is based on the premise that the time series for income and
consumption contain unit roots. To investigate the empirical relevance of this assumption,
we have tested the order of integration of the data series using standard ADF tests (Dickey
and Fuller, 1979) for each of the areas. In particular, we started with a lag length of 5,
including a deterministic trend in the ADF regressions. Then, the optimal lag truncation
was chosen by a sequence of t-tests. The average order of integration is close to one
for both series.7 We have also performed tests for unit roots in consumption and income
using the ADF-GLS test suggested by Elliot, Rothenberg and Stock (1996). Results for
consumption were almost unchanged, while there were more rejections than before for
income, but still rejected in a large number of areas. Hence, the overall picture regarding
the order of integration of the individual series remains the same. Based on these results,
we continue our analysis under the modelling assumption that both series are integrated of
order one.

V. Econometric results

Tests for slope homogeneity

While we have opted for an MSA-by-MSA analysis to allow for full heterogeneity in
parameters, and in order to explore any regional differences in results, there are some

6
The estimation and testing are, however, carried out separately for each MSA.

7
Detailed results from the unit root tests at the MSA level are available upon request.
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TABLE 1

Tests for slope homogeneity

Region Great moderation sample Full sample

West 0.0000 0.0000
East 0.2545 0.1298
South 0.0002 0.0000
Midwest 0.0000 0.0000
All 0.0000 0.0000

Notes: This table reports p-values from likelihood ratio tests for whether there
is any information loss from imposing equal slope coefficients, i.e., testing
whether there is any information loss from considering a fixed effects estimator
relative to the mean group estimator.The table sorts the MSA by the four census
regions; West, Northeast, South, Midwest. Results are reported for both the
Great Moderation period and for the full sample.

advantages with using a standard panel estimator instead. First, conditional on the validity
of the homogeneity assumption, it improves estimation efficiency. Second, in many cases,
it may be the only feasible estimator, since the time dimension for each cross-sectional
unit often is limited. However, the potential drawback of this method is equally obvious: it
only allows the intercept to vary across units in the panel, while imposing the rather strict
assumptions that slope coefficients are the same.

As stressed by Pesaran and Smith (1995), Im, Pesaran and Shin (2003), Pesaran, Shin
and Smith (1999) and Phillips and Moon (2000), there are several instances where the usual
panel assumption of homogenous slope coefficients (as imposed in the FE model) does not
apply. To formally test whether slope homoegeneity is a valid assumption, we calculate the
likelihood of the restricted model (FE) and test the validity of the imposed homogeneity
restrictions against the unrestricted model (MG) by use of a likelihood ratio test. Since
our analysis is carried out on both the Great Moderation sample (1980q1–2007q4) and a
sample that includes the Great Recession (1980q1–2015q4), we test for slope homogeneity
on both samples. Table 1 summarizes p-values from these tests across Census regions. It
is clear that the assumption of homogeneity is rejected. This holds true in both samples.
We therefore continue our analysis by estimating MSA-specific models when testing the
empirical relevance of the ‘saving for a rainy day’ hypothesis.

Cointegration results for the MSA data set

In this section, we present the results from the MSA-specific econometric analysis using
data for the Great Moderation (1980q1–2007q4). While detailed results for the individual
MSAs are presented in Tables B.1–B.4 in section B of the Online Appendix, Table 2 reports
a summary of the average results across each of the four census regions. In the first step
of our estimation approach, the IIS algorithm picks up a little more than one dummy on
average (confer the last row in the first column of Table 2). Based on AIC, we find the
average optimal lag truncation to be just below 4, and the hypothesis of co-trending is
supported for a majority of the areas (66%) when we use a 1% significance level.

As is also evident from Table 2, we find clear evidence in a majority of the areas that
the residuals are well behaved, i.e. there are no signs of autocorrelation, heteroscedasticity
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TABLE 2

Averages and percentages of key model features for Great Moderation sample (1980q1–2007q4), ordered by
census region

Region Dummies (avg.) pÅ (avg.) Rank(�) (avg.) Auto. (%) Norm. (%) Hetero. (%) �trend =0 (%)

West 1.36 3.16 0.48 100.00 100.00 76.00 76.00
East 0.90 3.75 0.95 100.00 100.00 100.00 70.00
Midwest 0.48 4.28 1.08 96.00 100.00 100.00 44.00
South 1.43 4.13 0.97 96.67 96.67 86.67 73.33
All 1.07 3.85 0.87 98.00 99.00 90.00 66.00

Notes: Columns 2–4 report the average number of dummies, Dummies (avg.), included in the econometric models
within each of the four major regions, as well as the average optimal lag truncation, pÅ (avg.) and average number of
cointegrating relationships, Rank(�). Columns 5–7 report the percentage number of times where we do not reject
absence of autocorrelation, non-normality and heteroscedasticity. The final column displays the percentage number
of areas where we find support for co-trending, i.e., �trend =0. The final row in each column reports the same figures
for all the MSAs covered by the sample (all areas). Detailed results for the individual MSAs are reported in Tables
B.1–B.4 in section B of the Online Appendix.

nor departures from normality. It is also evident that the average rank is very close to one,
which is also what we will impose for the rest of the analysis.

Imposing the reduced rank restriction and normalizing the cointegrating vector with
respect to consumption (�c,j =1∀j), we obtain estimates of the long-run income elasticity.
Detailed results of the individual MSAs are reported in Tables B.5–B.8 in section B of
the Online Appendix. The same appendix contains a figure plotting the point estimates
for the long-run income elasticity for all of the areas included in our sample (Figure B.1).
Averages and medians across Census regions are, however, reported in Table 3.

The average long-run income elasticity across all areas is 0.84, and the standard error
of this mean group estimate is 0.03, see the second and fourth column in Table 3.8 Note
that the hypotheses about the adjustment coefficients and the direction of Granger causality
between income and consumption (our parameters of interest) do not require that �y = 1.
For this reason, we continue the analysis with as few restrictions as possible.

Our results imply that �c,j < 0 for a majority of the areas, which is consistent with a
consumption function interpretation, and at odds with the ‘rainy day’ hypothesis. In the
cases where a positive point estimate is obtained, we cannot reject the hypothesis that the
parameter is equal to zero. Figure B.2 in the Online Appendix plots the distribution of the
point estimate of the two adjustment parameters across the 100 MSAs, and we find that
the average estimated �cj is −0.12, see column 5 in Table 3.9 The estimated �yj is found
to be positive in a majority of the cases.10 The average estimate of �yj is 0.025, which is
substantially lower than the absolute value of the average �cj estimates. Hence, the results
thus far suggest mixed support for the ‘saving for a rainy day’ hypothesis as an empirically
relevant description of US consumption behaviour.

8
In calculating the mean group estimates, we have excluded the outliers where the estimated income elasticity was

negative or above 2. This is only the case for 7 areas, meaning that mean group estimates are based on the remaining
93 MSAs.

9
Detailed results for each MSA can be found in Tables B.5–B.8 in section B of the Online Appendix.

10
In the few cases where the point estimate is negative, weak exogeneity is not rejected by the data.
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TABLE 3

Summary of cointegration results for Great Moderation sample (1980q1–2007q4)

Region �̂
IIS

y �̂IIS
c �̂IIS

y

Mean Median Standard error Mean Median Standard error Mean Median Standard error

West 0.8786 0.8663 0.0367 −0.1132 −0.1036 0.0138 0.0295 0.0397 0.0077
East 0.7345 0.7386 0.1621 −0.1150 −0.1178 0.0134 0.0245 0.0025 0.0125
Midwest 0.8322 0.7960 0.0453 −0.1227 −0.1268 0.0179 0.0166 0.0204 0.0100
South 0.8750 0.8728 0.0281 −0.1170 −0.1101 0.0127 0.0282 0.0204 0.0072
All 0.8397 0.8406 0.0253 −0.1171 −0.1101 0.0072 0.0250 0.0209 0.0045

Notes: The table reports the average long-run income elasticities of consumption (�̂
IIS

y ), the adjustment parameter

in the consumption equation (�̂IIS
c ) and the adjustment parameter in the income equation (�̂IIS

y ), grouped by census
region. The table also reports the median and the standard error for each of these coefficients. The final row in each
column reports the same figures for all the MSAs covered by the sample (all areas). Detailed results for the individual
MSAs can be found in Table B.5–B.8 in Appendix B.

Weak exogeneity and Granger non-causality

Using the optimal lag truncations of the VAR models, as found in the previous section, to-
gether with the estimated cointegrating vectors, we derive the vector equilibrium correction
representation of the CVAR models (confer (3)). The VECM for each area is estimated by
FIML, and Table 4 summarizes the main results regarding tests for both weak exogeneity
and Granger non-causality.11 We use two approaches to test for GNC. The first is a standard
approach, where we test within the framework of the VECM. The other approach, uses the
level-based test of Toda and Yamamoto (1995). An advantage of this test is that one does
not have to take a stand on the cointegrating relationship(s). Although this alternative test
is mostly useful in the case where the research interest is not the cointegrating relationship
itself (see discussion in Toda and Yamamoto, 1995), we also include results of this test for
robustness.

As is evident by inspecting the fourth and fifth column in Table 4, weak exogeneity
of consumption with respect to the cointegrating vector is rejected in a majority of the
cases (84%), while weak exogeneity of income is rejected only for 33% of the MSAs.
These findings are at odds with the weak implication of the PIH, and further support for
this claim is provided by the results in the sixth and seventh column in Table 4, where we
report the percentage number of times where we find evidence that income is Granger-
causing consumption (87%) and the percentage number of times where we find evidence
that consumption is Granger-causing income (56%). Similar results are obtained for the
level-based test (see the second and third column in Table 4). The Granger causality tests
for house prices suggest that house prices Granger-cause consumption in 60% of the areas,
indicating that house prices may be important for consumption dynamics in some MSAs.
The same figure for income is around 38%.

11
Note that the reported results are based on the MSAs where the estimated long-run income elasticity was

‘meaningful’ – defined as 0 < �yj < 2. This holds for all, except 7 areas, meaning that tests for weak exogneity and
GNC are based on 93 MSAs.

© 2019 The Department of Economics, University of Oxford and John Wiley & Sons Ltd



Testing the ‘saving for a rainy day’ hypothesis 1329

TABLE 4

Tests for weak exogeneity and Granger non-causality for Great Moderation sample (1980q1–2007q4)

Region VAR in levels: VECM:
y →

GC
c c →

GC
y �c �=0 �y �=0 y →

GC
c c →

GC
y ph→

GC
c ph→

GC
y

West 87.50 83.33 79.17 37.50 91.67 75.00 45.83 37.50
East 70.59 70.59 94.12 29.41 82.35 47.06 76.47 29.41
Midwest 47.83 47.83 86.96 26.09 86.96 34.78 56.52 43.48
South 86.21 82.76 79.31 37.93 86.21 62.07 65.52 37.93
All 74.19 72.04 83.87 33.33 87.10 55.91 60.22 37.63

Notes: Column 4–7 report the percentage number of times where weak exogeneity of consumption is rejected (�c �=0)
and the percentage number of times where weak exogeneity of income (�y �=0) is rejected, as well as the percentage
number of times where we find that income Granger-causes consumption (y →

GC
c) and vice versa (c →

GC
y). The final

two columns report the percentage number of times where we find that house prices Granger-cause consumption
(ph→

GC
c) and income (ph→

GC
y).

Including the financial crisis period

We have seen that the ‘saving for a rainy day’ hypothesis receives mixed support over the
Great Moderation period. The empirical evidence is clearly supportive to the interpretation
that consumption represents the main equilibrium correction mechanism.

In this section, we check if the assessment changes when we extend the sample to
include the financial crisis period and the ensuing income and job crisis, i.e. the sample
now covers the period from 1980q1 to 2015q4.

The estimated income coefficients (the �yj ’s) are robust to extending the sample. Further-
more, the adjustment parameter in the consumption function is negative in most areas and
resembles the results from the Great Moderation sample. The distribution of the adjustment
parameter in the income equation is also similar to the Great Moderation sample.12

Overall, the inclusion of the financial crisis period in the estimation sample does not
alter our main conclusions. If anything, our results are strengthened when the sample is
extended.

To formally explore how the inclusion of the financial crisis period affects the tests for
weak exogeneity and Granger non-causality, Table 5 reports average results across the four
major census regions.13

There are several interesting observations in Table 5. First, the average number of dum-
mies retained by the IIS algorithm (confer the final column) increases slightly compared
to the Great Moderation sample. Second, the main results regarding weak exogeneity and
Granger causality are maintained – in fact results are further strengthened when the fi-
nancial crisis period is included, i.e., the rejection of the weak implication of the PIH is
stronger when we include the financial crisis period. Finally, the evidence that house prices
Granger-cause consumption is also stronger than we found for the Great Moderation sam-
ple. This is consistent with the view that the fall in house prices during the subprime crisis
led to increased saving by US consumers to counteract the negative impact on their accu-

12
Detailed results are reported in section C of the Online Appendix. Also for this extended sample do we find that

the null cannot be rejected for the cases where the point estimates suggest �c > 0 and �y > 0.
13

Detailed results for the individual MSAs are available upon request.
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TABLE 5

Tests for weak exogeneity and Granger non-causality for full sample (1980q1–2015q4)

Region VAR in levels: VECM:
y →

GC
c c →

GC
y �c �=0 �y �=0 y →

GC
c c →

GC
y ph→

GC
c ph→

GC
y

West 100.00 100.00 91.30 8.70 86.96 69.57 69.57 56.52
East 65.00 85.00 100.00 5.00 95.00 55.00 90.00 35.00
Midwest 92.00 88.00 100.00 12.00 96.00 44.00 76.00 60.00
South 100.00 96.55 89.66 44.83 96.55 68.97 79.31 51.72
All 90.72 92.78 94.85 19.59 93.81 59.79 78.35 51.55

Notes: Columns 4–7 report the percentage number of times where weak exogeneity of consumption
(�c �= 0) is rejected and the percentage number of times where weak exogeneity of income (�y �= 0)
is rejected, as well as the percentage number of times where we find that income Granger-causes
consumption (y →

GC
c) and vice versa (c →

GC
y). Columns 8–9 report the percentage number of times

where we find that house prices Granger-cause consumption (ph→
GC

c) and income (ph→
GC

y).

mulated wealth of the housing crash, i.e. that there are sizeable housing wealth effects on
consumption, see also Carroll et al. (2012) and Mian et al. (2013).14

VI. Robustness and extensions

Panel estimation

Although the hypothesis of slope homogeneity is rejected empirically, we have also tested
the robustness of our results to applying a standard panel estimator. First, we tested for unit
roots in the panel using the test suggested by Breitung (2001) and Breitung and Das (2005),
allowing for cross-sectional dependence. Results strongly suggest that both series are I(1),
corroborating our MSA-by-MSA results. Second, we tested for cointegration using the
Westerlund (2005) approach. We partitioned the panel in the four different Census regions.
In all cases we included MSA-fixed effects. The models were estimated both on the Great
Moderation sample and the full sample. Results are very similar to those obtained from the
MSA-by-MSA analysis and the null of no cointegration is clearly rejected for all regions,
see Table D.1 in section D of the Online Appendix.

To explore how our results on WE and GNC are affected by applying a panel approach,
we formulated a panel error-correction model based on the cointegration results and tested
for WE and GNC. The main conclusion that income Granger causes consumption is main-
tained in the panel analysis, i.e., the rejection of the rainy day hypothesis carries over to
the panel. Detailed results are shown in Table D.2 and Table D.3 in section D of the Online
Appendix.

14
Household expectations might have played a similar role during the Great Depression period. Romer (1990)

argues that households’ perception of future income uncertainty increased significantly after the crash in the stock
market in 1929, which led to the postponement of durable goods purchases.
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Macro evidence

Macro time series of private income and consumption have features similar to the typical
MSA series in that there are clear signs of both unit-root non-stationarity and intermittent
structural breaks. To investigate if aggregate cointegration evidence and Granger causality
is congruent with the picture that emerged from the analysis of the MSA-data, we redid
the analysis using aggregate data for consumption and income.

Consistent with the average MSA results, we found evidence of cointegration. The zero
restriction on the trend coefficient in the cointegration relationship is not rejected, which
is similar to the analysis of the MSA data, where the co-trending restriction was accepted
in about 70% of the MSAs.

The results strongly indicate that equilibrium correction is just as significant in con-
sumption as it is in income. The macro results are robust to using data on total retail sales
instead of personal consumption expenditures. In general, the aggregate analysis is in line
with the MSA evidence, and a detailed description of the aggregate analysis is given in
section E of the Online Appendix.

Using consumption data for shorter sample

Disaggregate consumption data are available for a much shorter time period than retail
sales – starting only in 1997q4. That said, we have tested the robustness of our results
to using consumption data. Results on cointegration rank remains robust, and the income
coefficient moves closer to one. Our results still suggest that we reject weak exogeneity
of consumption, and the results strongly favour that income Granger causes consumption.
Hence, our key result is maintained in this setting. This holds true both for the Great
Moderation sample and the full sample. These results are reported in section F of the
Online Appendix.

Controlling for asset prices

Our results suggest that house prices play an important role for consumption dynamics and
that the link between house prices and consumption has become stronger after the recent
financial crisis. Housing wealth is one the main components of household wealth, which
might directly influence their consumption and saving decisions. For instance, Carroll,
Dynan and Krane (2003) do not find precautionary responses when they exclude home
equity from household wealth. To analyse the link between wealth and consumption in a
bit more detail, we consider a version of our model, where we extend the model to also
include the real S&P500 index to control for financial wealth.

Our finding of a strong link between house prices and consumption, which has increased
after the financial crisis, is maintained also in this case. Furthermore, we also establish a
link between stock prices and consumption, but the evidence for this link is weaker than for
the link between house prices and consumption. The finding that income Granger causes
consumption is maintained in this extension. Detailed results are reported in section G of
the Online Appendix.
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Controlling for credit growth

In the presence of liquidity constraints, the sensitivity of consumption to income may de-
crease in strength, see e.g. Ludvigson (1999). For this reason, we investigate the robustness
of our results to controlling for credit growth in the empirical analysis. MSA-level data for
credit growth are only available from 1990q1, which restricts our sample somewhat. The
inclusion of credit growth (and therefore also the reduction of the sample) has no material
impact on our results and we still find Granger causality from income to consumption in a
majority of the MSAs. Detailed results are reported in section H of the Online Appendix.15

Also in the case where we control for credit growth, the role of house prices for consump-
tion dynamics is found to increase after the financial crisis. A link between consumption
growth and credit is established in about 30% of the areas and this link has been relatively
stable across the two samples.

VII. Conclusion

This paper has tested the so-called weak implication of the permanent income hypothesis,
which entails that consumption growth does not respond to deviations from a long-run
relationship between income and consumption, using metro level data for the US. The
statistical implication of this is that consumption is weakly exogenous with respect to
any long-run cointegrating relationship that exists between income and consumption. Our
econometric analysis on the Great Moderation sample (1980q1–2007q4) gives little support
for this hypothesis, and indicate that consumption responds to deviations from the long-
run cointegrating relationship between income and consumption in a majority of the areas.
Including the financial crisis period in the estimation sample, this result is strengthened,
and the same is true for the results from the aggregate time series.

The VAR models that we use for testing include lagged growth rates in real house
prices. In the MSA models we find significant effects of these conditioning variables,
first on the 1980q1–2007q4 sample and even stronger effects when the financial crisis
and Great Recession is included. On both samples, the overall direction of the effect is
that lagged house price changes are positively related to consumption growth. The macro
model corroborated the existence of such a relationship. Our finding therefore suggests that
the large declines in housing equity in the aftermath of the subprime crash have strongly
dampened consumer spending in the US. A similar conclusion is reached by Aron et al.
(2012), Carroll et al. (2012) and Mian et al. (2013).

Final Manuscript Received: April 2019
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