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Abstract. Modelling 3D objects is challenging; often special software skills are 

required. This paper explores a new method for experimenting with 3D model-

ling using two-dimensional drawings. These drawings use coloured areas to dic-

tate the rate of curvature. The curvature images are rendered in a radial manner 

from the centre to the sides. The method allows complex 3D shapes to be mod-

elled. There is no need to employ any new software program as any arbitrary 

2D painting application can be used to sketch objects. 
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1 Introduction 

Three-dimensional models are used in areas such as computer graphics, design, and 

computer games. Usually 3D models are composed using 3D modelling software. 

Such software is often considered hard to use [1]. The input of 3D artefacts is needed 

using 2D input devices such as keyboards, mice, and drawing tablets. Time can be an 

important factor, especially in design where ideas emerge quickly, and the user wants 

to capture the idea as a sketch before it is forgotten [2]. Three-dimensional modelling 

is considered much harder than 2D visualizations [3] or other types of modelling in-

cluding graphs used in scheduling [4, 5], configuration management [6], and interac-

tion analysis [7]. Some user interfaces are cognitively demanding [8, 9, 10]. 

Several approaches have been proposed for specifying shapes in 3D using 2D rep-

resentations [11, 12]. One simple approach is to use silhouettes [13] that are rotated to 

get the desired 3D shape. Others have experimented with two-dimensional curves 

which subsequently are used to specify shapes in 3D [14]. Researchers have attempt-

ed to automatically interpret and convert flat projective sketches of 3D objects into 

3D models [15, 16, 17, 18]. However, this is a challenging problem as it is hard to 

interpret the exact location of a line in 3D-space. Another approach is to move the 

viewer using a tablet computer where the user draws 3D sketches on the tablet from 

various angles; by shifting the viewing angle, the model can be corrected and refined 

in real time [19]. Obtaining 3D modelling through several views of a 2D model from 

different angles of observation have also been attempted [20].  
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Fig. 1. Colour-to-level coding. Fig. 2. Radial rendering using an expanding 

square with a disc test. Grey, white, and black 

pixels represent processed, unprocessed, and 

currently processed pixels, respectively. 

 

One image can also be used to modulate the surface of a shape. In one approach, 

reliefs are added to arbitrary shapes using line drawings of the reliefs [21]. It is not 

always necessary to obtain a 3D model of an object, as it is sufficient to give the im-

pression of a 3D object. This is particularly relevant for sketching where panoramic 

sketches are used to give 3D dimensional view from a single point [22, 23, 24, 25, 

26]. 

Shading has also been used to define shape [27, 28, 29]. Several shading-based 

techniques have been proposed. Direct height maps use the grey-level to denote the 

height on a contour map, while illumination-based models interpret the image shape 

lit by a light source. Colour has also been used to define height [30, 31] as it is easier 

to determine a hue than the absolute level of grey [32, 33, 34, 35]. 

This study uses colour maps to specify levels of curvature instead of height. This 

allows complex shapes to be specified. This is like the classic turtle graphics in the 

logo programming language [36], which allows young children to construct mathe-

matically complex shapes. For instance, a circle is drawn by the three instructions 1) 

one step forward, 2) turn one degree, 3) repeat. The turtle graphics concept has also 

more recently been extended to three dimensions [37]. However, unlike 3D turtle 

graphics, which rely on textual instructions, the current method uses visual instruc-

tions. 

2  Method 

The method proposed herein relies on a visual shaping language where the user pro-

vides a regular 2D image to render the 3D shapes. The visual language uses different 

colours to specify shape. The colours are organized according to the colour wheel 

where warm colours indicate positive curvatures and cold colours indicate negative 

curvatures (see Fig. 1). Yellow-green represents neutral curvature, but this can also be 

represented using white. The further a colour is from yellow-green on the colour 

wheel, the steeper the curvature is. The shaping starts at the origin of the shaping 

image and is processed radially outwards. Black lines are used to deflect the radial 

curvature. 

Moreover, a second image can be used to specify the texture on the curve, where 

each pixel in the shape image is mapped to the corresponding image in the texture 

image. White pixels in the texture image are interpreted as transparency and can 

therefore be used to make holes in the shape or control the shape of the edges. 



2.1  Pre-processing 

First, a check is performed to determine if the shape image has the same dimensions 

as the texture image. If they are different, the texture image is resized to match the 

size of the texture image. Next, the shape image is quantized into Ncolors discrete col-

ours where hue’ is the quantized hue and hue is the original hue using:  

 

ℎ𝑢𝑒′ =
⌊ℎ𝑢𝑒∙𝑁𝑐𝑜𝑙𝑜𝑟𝑠⌋

𝑁𝑐𝑜𝑙𝑜𝑟𝑠
      (1) 

2.2 Radial Rendering 

The method defines by convention that the rendering starts from the centre of the 

curvature map, that is, [Ci, Cj], where 

 

𝐶𝑖 =
𝑊

2
, 𝐶𝑗 =

𝐻

2
      (2) 

 

and W is the width of the image and H is the image height. The image is then trav-

ersed by the area of a disc with increasing radius in steps of 1 from Rmin = 0 to  

 

𝑅𝑚𝑎𝑥 = √𝐶𝑖
2 + 𝐶𝑗

2      (3) 

 

For each radius r, the 8×r pixels i, j lying on the square around the centre point are 

added to the list of points to be processed P (see Fig. 2). That is,  

 

[𝐶𝑖 + 𝑡, 𝐶𝑗 + 𝑟], [𝐶𝑖 + 𝑟, 𝐶𝑗 + 𝑡], [𝐶𝑖 − 𝑡, 𝐶𝑗 − 𝑟], [𝐶𝑖 − 𝑟, 𝐶𝑗 − 𝑡], 𝑡 ∈ [−𝑟. . 𝑟] (4) 

 

In other words, these points represent a growing square with side 2r. For all the points 

in the list P a disc-test is performed: If the distance between the point and the centre is 

not larger than r, the point is removed from P and the point is rendered. That is 

 

𝑟 ≥ √(𝐶𝑖 − 𝑖)2 + (𝐶𝑗 − 𝑗)
2
      (5) 

 

where i, j is a given point. This procedure ensures that points are processed in increas-

ing radius, and that no points are missed. Moreover, no trigonometric functions are 

needed. 

2.3 Rate-of-Curvature 

The hue of each pixel in the shape image is interpreted as follows. First, the use is 

converted from radians to the interval -1..1 where the origin is located at yellow-green 

or π/2, that is 



 

Fig. 3. Negative curvature (left) and positive curvature (right) defined in terms of circle radius. 

𝐻(𝑥) = {

𝜋

2
− 𝑥, 𝑥 <

3𝜋

2
5𝜋

2
− 𝑥, 𝑥 ≥

3𝜋

2

      (6) 

 

where x is the hue and H(x) is the converted scale. The shape value is discretized us-

ing 

 

ℎ(𝑥) = ⌊
𝐻(𝑥)

𝑁𝑐𝑜𝑙𝑜𝑟𝑠
⌋      (7) 

 

The shape value is used to define the rate of curvature. This rate is defined as the 

radius of the circle that yields the curvature (see Fig. 3). The radii are related to the 

dimension of the image. Therefore, medium curvature is defined as a circumference 

equal to the image width, that is, W=D, while steeper curvatures are achieved with 

circles with circumferences of half the width, quarter the width, etc., namely, W/2, 

W/4, etc. Less steep curvatures are achieved with circumferences twice and quadruple 

that of the image width, namely, 2W, 4W, etc. The circumference can thus be defined 

as 

 

𝐷 = 𝑊2𝑚, and 𝑚 =
𝑁𝑐𝑜𝑙𝑜𝑟𝑠

4
− |ℎ(𝑥)|     (8) 

 

This is based on the assumption that half of the colours denote negative curvatures 

and the other half of the colours denote positive curvatures. For each of these halves, 

half of the colours denote circles with circumferences smaller than the image width 

and the other half larger than the image width. Since the circumference of a circle is 

D=2πR, the radius R is thus  

 

𝑅 = 𝑠
𝑊2𝑚

2𝜋
       (9) 

 

where s is the sign of h(x). Note that the curvatures increase exponentially. 
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Fig. 4. Position change due to 

curvature. 

Fig. 5. Transforming a point in the curvature plane to the 

modelling space using the angle in the radial plane. 

2.4 Curvature Computation 

The corresponding point x, y, z in 3D space given a point i. j on the curvature image is 

computed as follows. First, the correct anchor point ai, aj is determined. If no other 

anchor points are defined, the origin of the radial rendering is the anchor point, name-

ly, Ci, Cj. Then, the curve image is scanned along the line from i, j to the anchor point 

ai, aj, and the position of the first transition between two different colours are recorded 

and used as a new anchor point ai, aj. Since this point is located closer to the centre, it 

will already have been processed with the 3D coordinates xa, ya, za at an angle of θa. 

Note that the first processed pixel, which is the centre, is set to x=0, y=0, z=0, θ=π/2. 

The length between the current point and the anchor point on the image is named D. 

Eq. (9) is used to compute the radius R of the circle, which defines the slope. The 

slope at point i. j in radians is therefore 

 

𝜃 = 𝜃𝑎 +
𝐷

𝑅
       (10) 

 

This is because the circumference of the circle is given by 2πR and that 360 degrees 

represent 2π radians. The factor 2π thus cancels out in the denominator and nominator 

of the fraction. Next, the points on the circle given by the two angles θ and θa are 

computed assuming the centre at the origin, namely 

 

𝑝1 = [𝑅 cos 𝜃 , 𝑅 sin 𝜃]      (11) 

𝑝2 = [𝑅 cos 𝜃𝑎 , 𝑅 sin 𝜃𝑎]     (12) 

 

The relative distance δp travelled is thus 𝛿𝑝 = 𝑝2 − 𝑝1 (see Fig. 4). The point δp is 

then rotated into the 3D coordinate system using 𝛿𝑥 = 𝛿𝑝𝑥 sin 𝐴, 𝛿𝑦 = 𝛿𝑝𝑥 cos𝐴, 

and 𝛿𝑧 = 𝛿𝑝𝑦. The orientation A is given by the angle made up by the vector from the 

anchor point to the current point in the curvature image, namely 

 

𝐴 = 𝑎𝑡𝑎𝑛2(𝑗 − 𝑎𝑗 , 𝑖 − 𝑎𝑖)     (13) 
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The final 3D point is therefore, 𝑥 = 𝑥𝑎 + 𝛿𝑥, 𝑦 = 𝑦𝑎 + 𝛿𝑦, and 𝑧 = 𝑧𝑎 + 𝛿𝑧. If the 

angle for a given length D is 0, the new point is simply computed instead using 

 

𝛿𝑝 = [𝐷 cos 𝐿 , 𝐷 sin 𝐿], where  𝐿 =
𝜃𝑎

|𝜃𝑎|
(|𝜃𝑎| +

𝜋

2
)  (14) 

 

since zero curvature change is a straight line (see Fig. 5). Note that the angle of the 

line is perpendicular to the corresponding angle on the circle. 

2.5 Complex Anchor Points 

Black is used to indicate anchor points, which are processed radially, meaning that 

they have only effect on pixels shadowed by the anchor point relative to the previous 

anchor point. First, a list of all black points is complied. Next, to find the anchor point 

of a given point i, j, it is first determined if there is clear sight to the center. If there is 

clear sight to the center, that is, the line from the current point to the center does not 

intersect any black pixel, the center point is used as the anchor. Otherwise, the nearest 

black pixel on the processed disk is found. If there is an even closer pixel in the list of 

all pixels, the center point is used as the anchor. However, if the closest point on the 

disk of processed points is the nearest, it is used as the anchor. 

3   Modelling case studies 

The models demonstrated herein were visualized using CloudCompare [38]—a tool 

for visualizing point clouds [39]. Fig. 6 shows basic features of the modelling ap-

proach based on a uniform curvature map. The top illustration shows part of a spheri-

cal surface modelled using yellow representing a small positive curvature and hence a 

large radius. The second shape is a full sphere with negative curvature modelled using 

a uniform cyan image. Clearly, it is easy to model spheres with the approach. The 

bottom shape shows both the full sphere from the previous example and a smaller 

sphere modelled using a steep positive curvature (magenta). The sphere makes several 

revolutions (or shells) although these are not visible. The two spheres are side by side 

since one is curving negatively and the other positively from the same origin. 

Fig. 7 shows a ring. A simple uniform orange shape map is used to achieve a 

sphere with one revolution. Next, the ring is cut out from the sphere using the yellow 

texture map. Next, a variation on the same theme is provided below where the ring is 

punched with holes and red and orange speckles are added. 

Fig. 8 shows enhancement using a texture map. The top image shows the resulting 

curved grid, where the grid is drawn directly on the texture map and the holes are 

made using white. Note that the relationship between coordinates in the image plane 

and the sphere surface is not as simple as with geographical coordinates of latitude 

and longitude [40, 41]. Some experimentation is  needed to map textures to shapes. 

The second example does not have holes but illustrates how the striped image is 

mapped. It is also possible to block the 2D-curving by adding a black line as illustrat-

ed in Fig. 8 right.  



  
Fig. 6. Simple curvature, low curvature, 

medium curvature (full sphere), high 

negative curvature (small sphere). 

Fig. 7. Ring. 

 

  

Fig. 8. Adding texture to basic shapes, including transparency (left) and cylinders (right). 

 

 

Fig. 9. Chess piece. 

 

Fig. 10. Arbitrary shape contour, quantized shape contour and resulting shape. 

  

  

  
 

  

  
 

  

  
 

  

  
 

   
 

   
 



This line signals that the radial rendering from the single centre point is replaced by a 

set of anchor points resulting in a horizontal rendering, that is, middle-left, middle-

right. The top illustration shows the result yielding part of a tube, and the bottom a 

tube. 

Fig. 9 shows a simple chess piece. It is constructed using consecutive coloured 

rings. First, yellow is used to achieve a flat top, and red is used to make a round shap-

ing downwards. Next, a cyan ring bends the shape outwards, and finally yellow is 

used to make the piece point slightly inwards. A circular texture map is used to cut off 

the corners. The example reveals some computational inaccuracy in the proof-of-

concept implementation as the surface jaggedness increased with the number of col-

our transitions. The last example shows the result of using an arbitrary shape map in 

Fig. 10 (left). This shape map is drawn in Microsoft Paint. The middle and right im-

ages show the colour quantization and the resulting blob. 

4 Conclusions 

The modelling method explored herein allows the modelling of certain classes of 

curved shapes and does not have the same limitations as height-based modelling. The 

method facilitates easy experimentation of complex 3D modelling using ordinary 2D 

drawing programs as there is no need to learn new software tool. However, it is not 

intuitive or easy to control the resulting shapes based on curvature maps; therefore, it 

is not as suitable as height-based modelling for controlling the resulting shape. It may 

thus be more suitable as an experimental, exhibition [42, 43], and educational tool. 

The prototype yields undesirable aliasing effects due to the curvature maps. Future 

work may include applying various image- [44] and video processing [45, 45] to the 

input images. 
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