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Abstract: The growing interest for measurement of learning outcomes relates to long lines of 

development in higher education, the request for accountability, intensified through international 

reforms and movements such as the development and implementation of qualifications frameworks. In 

this article, we discuss relevant literature on different approaches to measurement and how learning 

outcomes are measured, what kinds of learning outcomes   are measured, and why learning outcomes 

are measured. Three dimensions are used to structure the literature: Whether the approaches have an 

emphasis on generic or disciplinary skills and competence; whether they emphasise self-assessment or 

more objective test based measures (including grades); and how the issue of the contribution from the 

education program or institution (the value-added) is handled. It is pointed out that large scales 

initiatives aimed at comparison between institutions and even nations seem to fall short because of the 

implicit and explicit differences in context, while small-scale approaches are burdened with a lack of 

relevance outside of local contexts. In addition, competence (actual level of performance) is often 

confused with learning (gain and development) in many approaches, laying the ground for false 

assumptions about institutional process-quality in higher education.  

Keywords: Learning outcomes, measurement, knowledge, learning, assessment, Higher education 

  

mailto:Joakim.caspersen@hioa.no


2 

 

Introduction: Learning Outcomes and the Drive for Measurement 

With growing attention being given to intended learning outcomes in higher education – as described 

in, for example, the European Qualifications Framework (EQF) – it has become clear that the 

development of adequate measurements of achieved learning outcomes (Caspersen, Frølich and 

Muller, this issue, pp.) is needed (Stensaker & Sweetman, 2014). The focus on achieved learning 

outcomes has been reinforced with the Bologna Process in Europe and the EQF, as well as with trends 

towards greater accountability and outcome focus on other continents1. The assessment of what 

students learn and know may be used as an indicator of the quality of institutions and study 

programmes. Douglass et al. (2012) argued that the precise measurement of learning outcomes was 

globally seen as a means of assessing the quality and effectiveness of higher education institutions, 

stating, ‘Government ministries, along with accrediting agencies, the media, and critics of higher 

education, desire a universal tool to measure learning outcomes at the campus level, and that can be 

compared across institutions, regions, and perhaps even countries’ (p. 318). Our point of departure is 

not limited to measures of learning outcomes in this specific use of the term. Rather, the purpose is to 

provide more knowledge on how learning outcomes are measured by identifying various approaches 

in the current literature and using examples from recent and ongoing projects. We use the term 

measurement in a broad sense, i.e. as a systematic assessment and reporting of students’ learning. 

Research Questions 

A typical approach to the measurement of outcome is to ask students to assess their learning outcomes 

on a range of different variables which can often be subsumed under different dimensions (e.g. 

knowledge, general competence and skills). Such self-reported outcomes are often aggregated to 

indicate the quality of programmes. However, as greater attention has been given to outcomes and 

greater emphasis has been placed on the governance of higher education institutions in most Western 

countries (Frølich & Caspersen, 2015), large-scale initiatives have been launched nationally and 

internationally. The need for systematic assessment of quality in higher education prompted the 

                                                      
1In the US, the increased focus on measurement has been particularly pushed through in the aftermath of the Spellings Commission 

(Commission on the Future of Higher Education), which focused on accountability in higher education through the measurement and 
systematisation of results.  
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Organisation for Economic Co-operation and Development (OECD) to undertake a feasibility study on 

the Assessment of Higher Education Learning Outcomes (AHELO). This international testing 

programme in higher education is an ambitious project which builds on a number of existing 

assessment experiences in different countries (e.g. the Collegiate Learning Assessment [CLA], a US-

based test, and a multiple choice instrument developed by ACER in Australia) and student surveys. 

Together, they represent measurement models that move across the different dimensions presented 

earlier and aim to respond to a broad set of purposes. To provide a basis for our discussion on 

measurements of learning outcomes, we used a limited review of the research literature on 

measurement as a background to point out and discuss three different dimensions that are emphasised 

as important to understand learning outcomes They relate to whether they emphasise self-assessment 

or more objective test-based measures, including grades (how); whether they emphasise generic skills 

or disciplinary skills and competence (what); and, finally, how the contribution of the education 

programme or institution (the value added) is handled. This final dimension also relates to an 

important distinction between measurements of knowledge and measurements of learning and refers to 

the purpose (why) of measurement.  

In short, we aim to shed light on and point out dilemmas regarding: 

 How learning outcomes are measured. 

 The kinds of learning outcomes that are measured. and  

 Why learning outcomes are measured.   

Methods 

The background for our discussion is a literature search through EBSCOhost and the ERIC, 

SocINDEX and Academic Search Premier databases. The keywords were skills, learning outcomes or 

competencies (in the singular and plural) in combination with higher education and measure or 

measurement (in the singular and plural). The search covered articles in peer-reviewed academic 

journals during the period 2010-2015. The keywords skills and competencies were included in addition 

to learning outcomes because much of the literature on measurement of outcomes is not explicitly 

directed towards outcomes per se, but learning and growth in a broad sense. In addition, only 
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academic journals that focus on higher education in general were included.2 We also excluded results 

that focused  solely on learning outcomes as pedagogical devices. This limited the results to 246 

articles. The abstracts and titles were then reviewed for relevance and the results were narrowed down 

to 94 articles that were included in a final screening. For this round, two of the authors evaluated the 

articles for relevance, including the abstract, title and full text when in doubt. This further reduced the 

number of articles to 46, which were all included in the review. All three authors then read the articles 

and provided short summaries, which were then compared and adjusted. As the search procedure did 

not cover all relevant literature and was limited to the period up to 2015, we also included articles 

from higher education journals and books that we knew from our work in the field, even though these 

were not part of the results from the review. These articles were also summarised and included. All 

summaries and full-text articles were used as the basis for this article.  

Although the search strategy can be described as broad, it is evident that not all relevant 

literature is included on our search. For instance, much of the literature on measurement is published 

in reports by international associations such as the OECD, CEDEFOP, UNESCO and their contractors, 

(i.e. IEA) and is not included in scientific databases. Furthermore, limiting the last year in the review 

to 2015 (as the search was undertaken in spring 2016), there could be newer contributions that were 

not included. However, our aim is not to produce a comprehensive synthesis of the literature, but 

rather to use the literature to point out important themes for further discussion and exploration.  

How: Grades, Self-Reported and Test-Based Measures 

One of the main debates in the field of learning outcome measurement is between scholars who 

advocate the use of surveys based on self-reported measures and those who support the use of more 

‘objective’ measures and test-based measurement (Douglass et al., 2012). However, we should not 

overlook the traditional way of measuring outcomes in higher education: grades. Even though grades 

are generally not included in the debate on how to measure learning outcomes in a restricted sense, 

                                                      
2 The journals were Quality & Quantity, Professional Development in Education, British Educational Research Journal, Scandinavian Journal 
of Educational Research, Education, Research in Higher Education, British Journal of Educational Psychology, Teaching in Higher 

Education, Quality Assurance in Education: An International Perspective, Assessment Update, Educational Sciences: Theory and Practice, 

Educational Psychology, Electronic Journal of Research, Educational Psychology, Educational Research and Reviews, Studies in Higher 
Education, Assessment & Evaluation in Higher Education.  
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they are used as a means of communicating assessments of students’ competencies and indirectly their 

learning outcomes. They may be based on exams and assignments, as well as on students’ portfolios 

and performance in class. The literature on grading is relatively limited (Bloxham & Boyd, 2012) and 

it is argued that grading is flawed and affected by a number of socially driven factors that are not well 

understood (Yorke, 2011). Grades are also criticised for their lack of reliability. Studies have shown 

that assessors disagree significantly in their grading (Sadler, 2010) and it has been argued that the lack 

of common standards is a key characteristic of grades (Yorke, 2009). Despite these weaknesses, 

grading is still used and accepted as an assessment of individual students’ performance. It has, 

however, great weaknesses as an indicator of the quality of study programmes and institutions since 

criteria and scaling vary across educational programmes, institutions and nations. One reason is that, 

even though attempts to set up common criteria developed in qualifications frameworks and the use of 

external examiners aimed to contribute to national standards in the different fields of study, a certain 

distribution of grades – for example, a Gaussian normal distribution over time – is also called for. It 

may be argued that the lack of standardisation is a problem not only for those who use the data for 

assessment and comparative purposes, but also for employers and graduates.  

Procedures may be developed to make grades valid indicators for comparing course levels 

(Rexwinkel et al., 2013). Such procedures imply that descriptions of learning outcomes become 

highly-specified and therefore demand significant standardisation, at least at the national level. The 

VALUE rubrics developed in the US are a kind of highly-specified learning outcome descriptions that 

aim to guide grading and provide better student feedback on various types of assignments. They 

incorporate diverse outcomes and include explanation of issues, evidence, influence of context and 

assumption, and ethical self-awareness. The rubrics were created by teams of faculty across the nation 

and represent something close to a set of national student learning outcomes (Pike, 2014). The rubric 

for scientific writing consists of concrete criteria to be addressed in an assignment. It also 

differentiates between what should be expected from novice, intermediate and proficient students. The 

use of the rubric in biology laboratory courses showed an increase in the substance and consistency of 

grading among teaching assistants, particularly with respect to the assessment of student achievement 

in scientific reasoning and writing. Students also reported that the use of rubrics facilitated their 
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learning (Timmerman et al., 2011). The use of rubrics implies a standardisation of student assessment 

criteria. Depending on how they are used, they may also imply a standardisation of grading.  

The CLA has been very influential in setting the standards for the test-based measurement of learning 

outcomes in the US. Developed by the Council for Aid to Education (CAE), the CLA is a test with 

open-ended questions to measure higher-order skills, such as analytic reasoning and evaluation, 

problem-solving and written communication (Wolf et al., 2015). An alternative test-based approach 

based on multiple-choice questions in combination with open-ended questions has been developed by 

the Australian Council for Educational Research (ACER). These tests also differed in their emphasis 

on generic versus discipline-specific skills. A more detailed description of these tests with illustrations 

is presented in a study by Tremblay et al. (2012). Zlatkin-Troitschanskaia et al. (2015) argue that 

competencies should be measured by tests and that passing only a multiple-choice questionnaire 

cannot demonstrate the level of competencies. Others have emphasised that it was challenging to 

motivate students to take these tests, which are often time-consuming (Douglass et al., 2012).  

The primary aim of grades and tests is to measure individual students’ learning outcomes – or, more 

precisely, students’ level of acquired knowledge and skills. Second, tests can be used as aggregates to 

assess the performance of a programme or institution. The aim of surveys and self-reported outcome 

measures is, however, mainly to assess the quality of educational programmes and their contribution to 

students’ learning through quality assessment, quality assurance and various types of ranking of 

programmes and institutions. There are examples of large-scale self-report surveys conducted at 

national (e.g. NSSE) and international levels (e.g. REFLEX), as well as a large number of small-scale 

surveys carried out at institutional, programme and course levels. Self-report surveys are relatively 

easy and resource-effective to conduct. The large-scale surveys are also used as the basis for research 

that examines the impact of different factors on student learning. Based on the NSSE data alone, more 

than 150 research articles have reportedly been published.3 Various analyses of the validity of self-

reported measurements of outcomes conclude that it is reasonable. For instance, Douglass et al. (2012) 

showed that differences between ethnic and demographic groups in self-reported outcomes 

                                                      
3 http://nsse.iub.edu/html/pubs.cfm?action=&viewwhat=Journal%20Article,Book%20Chapter,Report,Research%20Paper&pubFlag=yes 
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corresponded with what was known about such differences based on other measures, thereby 

supporting the validity of the self-reported learning outcome measures. However, low-achieving 

students tend to overestimate their achievement and high-achieving students tend to underestimate 

their achievement (Boud & Falchikov, 1989; Dochy et al., 1999; Mowl & Pain, 1995; Orsmond et al., 

1997). Furthermore, Humburg and van der Velden (2015) found that self-reported results did not 

correlate well with test-based measures of similar constructs in cross-country comparisons. They 

concluded, however, that self-reported measures were adequate as long as they were restricted to 

within-country differences and were useful to predict differences across fields of study. Other studies 

have concluded that variances existed in some dimensions of self-reported learning outcomes between 

disciplines and professions and that these differences reflected different knowledge structures rather 

than ‘real’ outcome differences (Caspersen et al., 2014; Sweetman et al., 2014). Although those who 

advocate self-reported measures admit that these are somewhat biased, they claim that they are 

complementary supplements to test-based methods (Douglass et al., 2012; Gonyea & Miller, 2011). It 

is recognised that self-reported measures do not measure actual outcomes, but rather students’ 

perceptions and attitudes (Gonyea & Miller, 2011). Some evidence shows that students are fairly 

accurate in their estimation of personal performance in a multiple-choice exam. In a study of 

undergraduate psychology and teacher training students, 90% were able to predict a correct level, but 

were far less able to acknowledge their metacognitive competence to predict their performance 

(Händel & Fritzsche, 2015). The ability of students to predict personal performance in an exam is not 

the same as being able to assess their learning outcomes in general, and students’ ability to understand 

the assessment criteria and their performance increases as they become more experienced. Others 

emphasise that students have a limited capacity to assess their cognitive outcome and that a close 

correlation exists between self-reported outcomes and students’ overall satisfaction with college 

(Bowman, 2014). A study concludes that there is a significant positive relationship between students’ 

self-rated competencies and later vocational success. However, students’ self-rated competencies 

accounted for achievement of individual goals in their current occupation to a higher degree than 

objective success by annual income (Braun et al., 2011). This illustrates the subjective and attitudinal 

aspects of self-reported measures.  
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It is important to keep in mind that the aim of self-reported measures was to measure 

important aspects of the quality of educational programmes in terms of the factors contributing to 

students’ learning rather than to develop measures in terms of students’ acquired competence (Gonyea 

& Miller, 2011). Although test-based and self-reported approaches are often considered to be opposite 

approaches, they may, of course, be combined. The AHELO Feasibility Study combined testing of 

field-specific competencies in engineering and economics and generic competencies and included a 

combination of constructed-response tasks (CRTs) and multiple-choice questions (MCQs). The aim of 

these tests is to focus on students’ skills in the application of concepts and problem-solving, not on 

their factual knowledge (Tremblay et al., 2012).  

What: Generic and Disciplinary Outcomes 

In the literature, a key distinction is made between generic and disciplinary learning outcome 

measures. Emphasis on generic outcomes can be seen as a response to an inherent limitation with 

grades: they mainly measure students’ acquired knowledge in specific disciplinary domains. In 

contrast, learning outcomes are defined as a broader set of competencies, i.e. ‘what a learner is 

expected to know, understand and/or be able to do at the end of a period of learning’ (European 

Commission, 2012, p. 12). Such a broad perspective is also emphasised in the literature on 

employability. In their review on the conceptualisation of employability, Williams et al. (2015) argued 

that a core dimension was ‘anything an individual possesses that can be seen as leading to an increased 

probability of positive economic outcomes, or other personal outcomes relating to the area of work’ 

(p. 11).  

The importance of generic skills and abilities, irrespective of subject area, is often highlighted 

in the research literature reviewed for this study. A benefit of this focus is that the same scales may be 

used to compare students across fields and institutions. Outcomes are seen as the development of 

general competencies and skills, not in direct relation to the specific subject. In large-scale studies of 

graduates’ self-reported skills (e.g. REFLEX, HEGSCO, NSSE, NSE), students are asked to assess 

their educational outcomes in terms of their mastery of their field or discipline; analytical and critical 

thinking; various types of skills and abilities such as numeracy, literacy, oral presentation and 
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problem-solving skills; and ability to coordinate activities and work productively with others. Other 

studies have a more limited scope, focusing on, for example, social engagement (van den Wijngaard et 

al., 2015). Even though these studies cover many of the same dimensions, and a number of similar and 

even identical items exist, no validated instruments measuring these broad sets of learning outcomes 

have been established yet (Caspersen et al., 2011; Karlsen, 2011).  

Another trend in studies using self-reported measurements of learning outcomes is the 

performance of subject- or profession-specific assessments that focus on core competencies, including 

knowledge, skills and problem-solving. Some examples are medical graduates’ standards of outcome 

(Dimoliatis et al., 2014), pre-service teachers’ perceptions of their competencies and attitudes (Köksal, 

2013; Struyf et al., 2011) and students’ self-confidence in science, mathematics and engineering 

courses (Litzler et al., 2014). There are also many assessments that focus on even more specific skills, 

such as listening skills among students of psychological counselling and guidance (Cihangir-Çankaya, 

2012), sales and customer orientation in a personal selling class (Totten, 2014) and media literacy 

competencies among teachers (Recepoglu & Ergun, 2013). Some examples are also found in rubrics 

that address readiness for doctoral-level work (Maher & Barnes, 2010) and undergraduate scientific-

reasoning skills (Timmerman et al., 2011). In our literature search, we excluded all profession- and 

discipline-specific journals. Nevertheless, such studies may have obvious qualities when the aim is not 

to conduct assessments across fields of study, but rather to address specific outcomes in a course or 

programme.  

Many studies have also been conducted on test-based measures of domain-specific as well as 

on generic skills. The AHELO study, which addresses generic and analytical cognition and domain-

specific competencies in economics and engineering, used an international adoption of the CLA 

(Zlatkin-Troitschanskaia et al., 2015) to assess critical and analytical thinking. Critical thinking is 

considered to be one of the core competencies and outcomes of higher education and several similar 

measures have been developed, including some in specific educational programmes such as medicine 

(Macpherson & Owen, 2010). In their review of these measures, Liu et al. (2014) concluded that the 

following dimensions were essential and recommended their inclusion in the next generation of 

assessments: analytical skills (the evaluation of evidence and its use and the analysis and evaluation of 
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arguments), synthetic skills (the understanding of implications and consequences and the development 

of sound and valid arguments) and the understanding of causation and explanations that are relevant to 

the analytical and synthetic dimensions.  

Test-based alternatives to self-reported assessments of profession-specific knowledge and 

skills have also been developed. Unlike traditional exams, these tests tend to focus on core 

competencies within a specified professional field or domain. An example is the Teacher Education 

and Development Study in Mathematics (TEDS-M) which assesses pre-service mathematics teachers 

with regard to their content knowledge, pedagogical content knowledge and pedagogical knowledge, 

as well as their beliefs about mathematics teaching and learning (Blömeke et al., 2011). Another 

example is the Modelling and Measuring Competencies in Higher Education – Validation and 

Methodological Innovations (KoKoHS) programme in Germany and Austria which includes 70 

projects that assess domain-specific and generic competencies in various disciplines, taking into 

account curricular and job-related requirements (Zlatkin-Troitschanskaia et al., 2015).  

Whereas the CLA was designed for institutional assessment, the CLA+ was further developed 

to identify individual students and can be used as a competence certification measure to document 

their critical thinking and problem-solving abilities. In addition to being presented with realistic 

problems, students are asked to respond to 25 selected-response questions. Ten measure scientific and 

quantitative reasoning, ten assess critical reading and evaluation, and five evaluate a student’s ability 

to critique an argument. Institutions may include these scores on students’ transcripts to document 

their critical thinking and problem-solving abilities (Pike, 2015). Therefore, the CLA+ serves as an 

illustration of how measurement approaches can combine disciplinary (scientific and quantitative 

reasoning) and generic skills (critical reading and evaluation). The distinction between generic and 

disciplinary approaches is analytical. Many of the surveys and tests developed to assess learning 

outcomes aim to measure these in terms of subject and discipline-specific knowledge, as well as a 

broader set of competencies and skills (even though the balance varies). Grades, however, tend mainly 

to measure acquired knowledge.. The CLA+ illustrates that generic skills may also be included in 

student grading. 
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Why: Quality Assessment and Value Added 

An indicator on a study programme of high quality is how it contributes to students’ learning and 

development during the course of studies, or what value has been added. Therefore, if measuring 

students’ acquisition of knowledge is meant to serve as an assessment of the quality of study 

programmes of institutions, one must take into consideration that the performance in a given student 

group is strongly related to what it brought to the study programme in terms of previous school 

achievement, family background, etc. Many different measurement approaches have been developed 

in order to facilitate this (Coates, 2009; Liu, 2011). One approach is to control for grades in upper 

secondary school in the assessment of higher education outcomes. However, it is hardly an adequate 

measure of the level of acquisition of competencies, as social background and parents’ educational 

background also have a significant independent effect on students’ grades in higher education (Karabel 

& Halsey, 1977; Kuh et al., 2008; Shavit & Blossfeld, 1993). Sorting out all other factors that impact 

students’ learning outcomes is also difficult. The use of students’ theses and dissertations as indicators 

of the educational quality of graduate degree programmes suffers from the same weaknesses as those 

associated with the use of grades as indicators (Hamilton et al., 2010). 

A simple way to address the value-added approach is to ask students to assess the extent to 

which they have acquired various types of knowledge, skills and competencies during their studies. 

These kinds of scales are included in several large-scale studies (e.g. REFLEX, HEGSCO, NSSE, 

NSE) and small-scale surveys at the programme level. However, grades and self-reported outcomes 

correlate weakly (Carini et al., 2006; Caspersen et al., 2014; Sweetman et al., 2014). One reason may 

be that self-reported outcomes include consideration of the value added of higher education, whereas 

grades upon graduation (supposedly) refer to a set level of proficiency. A more elaborate way to 

address the value added of higher education is a longitudinal design. In the Student Experience in the 

Research University Survey (SERU-S), which was initially developed at the University of California, 

Berkeley to analyse the student experience among undergraduate students, students are asked to 

estimate retrospectively their knowledge and skills at enrolment and their current level using the same 

dimensions, thereby allowing students’ knowledge gain to be calculated. Although the inclusion of a 
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retrospective scale is argued to provide an adequate diagnostic tool for learning outcomes (Douglass et 

al., 2012), this design raises some of the same questions concerning students’ ability to estimate their 

acquired learning outcomes as those raised in the other previously discussed self-reported studies. 

In the test-based approach, instruments are developed to test the aptitude of students applying 

to college (SAT) and their academic proficiency and progress. The pre-test–post-test design was 

formulated to measure how higher education contributed to students’ development of generic skills. 

Based on comprehensive data on undergraduate students who took the CLA at various points before 

and during their college education, Arum and Roksa (2011) concluded in their book that 45% of the 

students showed no significant improvement in learning, including critical thinking, complex 

reasoning and writing, during their first two years of college and that 36% did not show any 

improvement during their four years of college. Their book is highly controversial, one objection 

being that the outcome is incredibly small at most institutions owing to the high correlation between 

the SAT and CLA scores (Douglass et al., 2012). The development of CLA+ should be seen as a 

response to this, with an explicit emphasis on individual growth and multiple measurements within 

individual educational careers.  

Conclusion: The Pitfalls of Comparison, Conflation and Standardisation 

We argue that the main problem with using grades as indicators of learning outcomes at the aggregate 

level is the lack of standardisation. As also discussed by Caspersen, Frølich and Muller (this issue, 

pp.), the intent of the standardisation of education with the Bologna Process was to establish some 

commonality in a diverse European higher education landscape (Elken, 2015). The Tuning Project 

began in 2000 with the aim to follow up these processes by changes in education structures and 

converging the different national systems in Europe. When the European Qualifications Framework 

was established in 2008, the aim had shifted to benchmarking, or ‘referencing’ the qualifications of the 

proliferating national QFs to a common framework for Europe, out of which the AHELO project 

developed. Standardisation not only involves ways of developing common standards, but also relates 

to general methodological problems in comparative research. How can one be certain that what is 

being compared has comparable entities? What does comparison really highlight? The claim that 
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differences in self-reported learning outcomes between disciplines and professions reflect differences 

in ‘knowledge structures’ serves as an example (Caspersen et al., 2014). The standardisation of 

grading is obviously challenging.  However, the development of measurement instruments as a means 

to assess learning outcomes globally is still in its infancy (Wolf et al., 2015). 

In the Introduction, we raised three research questions: How are learning outcomes measured? 

What kinds of learning outcomes are measured? Why are learning outcomes measured? Our review 

highlighted different approaches, but all have their shortcomings. We will use our three research 

questions to highlight the inherent problems with comparison and with the conflation of learning and 

competence (and quality) and the challenges of standardisation.  

The Problems with Comparison 

The most important controversy in the debate on the measurement of learning or learning gains is 

between those who advocate a test-based approach and those who defend the appropriateness of self-

reported measures. The test-based approach has some clear methodological advantages, but its 

implementation is also demanding and challenging. The experiences from the AHELO project 

demonstrate some of the challenges when test-based approaches are applied in large-scale 

international comparisons. It is challenging to come to an agreement about instrument development 

across different countries and to adapt instruments to national, cultural and linguistic settings. 

Furthermore, there is little international consensus about generic skills and their connection to 

professional, cultural and disciplinary contexts. For any future AHELO project, the development of 

completely new tailor-made instruments should be considered (Tremblay et al, 2012).  

Previous research also indicates that making comparisons across disciplines based on self-

reported measures is problematic (Caspersen et al., 2014). One of the main problems with using 

grades as indicators of learning outcomes is the lack of standardisation. The methodological problems 

in comparative research pose challenges to the standardisation of grading and measures.  Previous 

comparisons of grades, self-reported measures and the test-based approach have revealed the strengths 

and weaknesses of each. Identifying these is not only relevant to understand the differences between 

them, but also may pave the way for further development of learning outcome measures. Different 
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approaches may be combined in new ways, and new measures may be developed to serve various 

purposes. The development of the test-based approach has highlighted the need for further 

development of self-reported instruments and for further analysis of what the different measures are 

actually measuring. Moreover, grading has tended to measure discipline-specific knowledge 

acquisition, whereas test-based and self-reported measures have also emphasised generic skills. The 

CLA+ is an example of how generic skills may be included in students’ transcripts and as a basis of 

grading. A further development in this direction would be in line with the EQF, which emphasises not 

only knowledge, but also skills and competence. 

The Conflation of Learning and Competence (and Quality) 

It is evident that grades, knowledge and skills tests and self-reported measures are developed for 

different purposes and that they measure somewhat different aspects of student learning outcomes. 

Grades are developed to communicate students’ acquired knowledge, to give feedback to students and 

to function as indicators of students’ competence to employers. Also, tests are developed to assess 

their acquired knowledge. But grades and tests do not directly tell us anything about the quality of 

student learning, even though the acquisition of knowledge is, of course, a result of learning. On the 

other hand, since one cannot expect students to assess their knowledge in relation to the demands in 

the study programme or to their fellow students, self-report instruments are not well suited to assess 

acquired knowledge. However, students may well assess the experience they have gained. This shows 

that it is important to distinguish between measurement of student learning and measurement of 

students’ level of competence. Self-assessment mainly states the level of individual growth or learning 

and indicates little about the absolute level of knowledge. Students starting from a low level of 

knowledge can experience a great deal of growth and learning without attaining a high level of 

knowledge or proficiency. Students with a high level of knowledge initially can experience little 

growth or learning, but retain a great deal of knowledge upon graduation - the higher their grade point 

average (GPA) in upper secondary education, the lower their self-reported learning outcomes in higher 

education.  
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Such findings highlight the importance of separating the different purposes of measuring 

learning outcomes and, in particular, of refraining from mixing the measurement of learning (growth) 

with the measurement of knowledge at a given point in time and of being clear whether one wants to 

measure quality, competence or learning at any given point. Measurements of knowledge (in this 

context, knowledge upon graduation) do not indicate anything about learning – unless some kind of 

value-added design is implemented. However, asking students about their growth in relation to their 

starting point does not reveal anything about knowledge or proficiency, only about ‘the degree of 

learning’. Hence, we argue that measures of knowledge can be used to assess learning (given a sound 

value-added design), but measures of learning cannot be used as indicators of knowledge. Thus, if the 

main purpose is to assess individual students’ acquired competencies, then grades and tests may be 

well suited. If, however, the aim is to assess the quality of programme delivery, one must focus on the 

learning process, either by testing at the start and at the end of the studies or by asking students about 

what they have gained during their studies. Furthermore, the goal of the assessment has a bearing on 

the type of LO to be measured and the measurement approach. The AHELO feasibility study has 

shown that MCQ-based tests are more reliable than open-ended questions-based tests such as the 

CLA. Therefore, wherever the test is seen as a formative assessment, a focus on generic skills/open 

ended questions’ instruments is adequate. If the goal is more accountability driven or high stakes, then 

instruments using MCQs provide more reliable measurements. 

The Way Forward  

In a policy-laden field such as the measurement of learning outcomes in higher education, there are 

strong demands for policy-relevant conclusions and recommendations. The measurement of learning 

and knowledge has received a great deal of attention and its development has occurred in many 

different disciplinary traditions, with sometimes overlapping, and other times contradictory 

approaches. Moreover, as measurement has been ascribed increasing importance, a quasi-commercial 

market has developed where proponents of different approaches to measurement advocate their own 

approach. This has been described as a ‘learning outcomes race’ (Douglass et al., 2012) where the aim 

is to assess the ‘value added’ of colleges and universities. What should be the recommendations for 
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future research on the measurement of learning outcomes? Many attempts to measure these may be 

useful for course providers, but they may be of limited value beyond the local context. The AHELO 

project represents the other extreme as an attempt to make international comparisons. 

Although standardisation (of grades and other measurements) seems like a way forward, it is 

difficult to discern any true practical results in the near future. Large-scale coordinated efforts such as 

the AHELO have proven to be difficult in terms of implementing existing test instruments in addition 

to being extremely resource-demanding. However, this does not mean that small-scale efforts with 

little relevance for other contexts should dominate the agenda. Perhaps the middle road is the most 

productive: the systematic development of different indicators, with systematic comparisons of results, 

will probably provide the best way forward in terms of costs and benefits. Also, systematic meta-

reviews of the results and experiences from a wide range of assessment projects may be useful. 
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