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Abstract Statistical queuing models are popular to analyze a computer systems
ability to process different types requests. A common strategy is to run stress tests
by sending artificial requests to the system. The rate and sizes of the requests are
varied to investigate the impact on the computer system. A challenge with such
an approach is that we do not know if the artificial requests processes are realistic
when the system is applied in a real setting. Motivated by this challenge, we
develop a method to estimate the properties of the underlying request processes
to the computer system when the system is used in a real setting. In particular
we look at the problem of recovering the request patterns to a CPU processor. It
turns out that this is a challenging statistical estimation problem since we do not
observe the request process (rate and size of the requests) to the CPU directly,
but only the average CPU usage in disjoint time intervals.

In this paper we demonstrate that, quite astonishingly, we are able to recover
the properties of the underlying request process (rate and sizes of the requests)
by using specially constructed statistics of the observed CPU data and apply a
recently developed statistical framework called Approximate Bayesian Computing.

Further we apply the model to forecast future CPU consumption. Our results
show that the model forecast future CPU consumption with less error than both
the hidden Markov model (HMM) in [16] and an ARIMA model. Another good
property of the queue model is that we can forecast the instantaneous CPU con-
sumption at any time point in the future, while the HMM in [16] and time series
models are limited to only forecasting the average CPU consumption in disjoint
time intervals.

Keywords approximate Bayesian computing - CPU consumption - forecasting -
queue process and time series
1 Introduction

Scaling of computer systems is one of the most fundamental tasks in computer
science. A popular approach is to assume that requests to a computer system
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follow some statistical queuing model, see e.g. [22,7,31,37,35,15,24] for a few
representative examples. The typical approach in such papers is to run artificial
stress tests on the system by sending requests to the system and vary the rate and
sizes of the requests. A challenge with such an approach is that we do not know
if the rates and sizes used in the stress tests are realistic compared that what the
computer system are faced with in a real setting. A natural strategy, of course, is
to observe how well the system performs in real life settings. Unfortunately, such
observations do not reveal the properties of the underlying request processes (rate
and sizes of requests) to the system which contains important information on how
the computer system should be scaled, see more below.

In this paper we address this challenge and focus on requests to a CPU pro-
cessor. We use real observed CPU consumption data to recover the properties of
the underlying request processes (queuing process) to the CPU processor. More
specifically we want to recover the size and rate of the requests to the CPU pro-
cessor. If we know the time point for every request to the CPU processor (arrival
times) and when the system finished processing the requests (departure times),
the estimation of the properties of the queuing process can usually be easily done
by standard statistical estimation techniques like maximum likelihood estimation.
Unfortunately, such information is far from available for observed CPU consump-
tion data. In fact, it is not even possible to observe the current CPU load (number
of active CPU cores), but only the average load in disjoint time intervals (e.g. five
minute intervals). Consequently, a process consisting of many small requests to
the CPU and a process consisting of only a few large requests may look similar
since the two processes on average consume the same amount of CPU resources.
Even though we only observe the average CPU consumption we show that by us-
ing the statistical framework called Approximate Bayesian Computing (ABC) we
are, quite astonishingly, able to estimate the properties of the underlying queuing
process, i.e. rates and sizes of requests to the CPU processor.

From a practical point of view, being able to recover the properties of the
underlying queuing process can be quite useful. E.g. if the request pattern turns out
to consist of many small tasks (in stead of a few large) it can easily be parallelized
and the computer system can be constructed to take advantage of this.

Hammer et al. demonstrated in [16] that consolidation of virtual machines in a
cloud computer system can be improved by forecasting future CPU consumption
and base the consolidation on these forecasts. In this paper we demonstrate how
the queue model presented in this paper can be used to make precise forecasts of
future CPU consumption. A very interesting property of the queue model is that
we can forecast the instantaneous CPU consumption at any time point in the
future, while the HMM in [16] and time series models, like ARIMA models, are
limited to only forecasting the average CPU consumption in disjoint time intervals.
Only by building a model with an underlying queue process are we able to forecast
the instantaneous CPU consumption at any time point.

This paper is a major extension of the conference paper [17]. The related work is
extended to adapt to the new main focus of the paper, namely forecasting of future
CPU consumption. The results in the conference paper [17] only indicate that the
queue model presented in this paper can be useful for analysis of computer systems.
In this paper we extend the analysis by presenting an original and novel algorithm
for how to apply the queue model to forecast future CPU consumption, please see
Section 6. The forecast algorithm is evaluated through extensive experimentation
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and the results show impressive performance of the forecasting algorithm (Section
7.2).

2 Related work

Forecasting CPU usage has been a focal research question in the literature. CPU
load forecasting is useful in many settings, such as, forecasting the running time
of tasks [9], deadline-aware scheduling decision of real-time applications [27,10],
achieving elasticity in Cloud Computing via pro-active Virtual Machine (VM)
migration [28], data center consolidation [32] etc.

The related work on this CPU load forecasting can be categorized under two
main categories: Time-series based Methods and Queue-Theory based Methods.

Time-series based Methods : Network Weather Service (NWS) [30] is one of the
most early and successful examples of one-step-ahead CPU forecaster. NWS resorts
to a set of parallel linear predictors. The Mean Square Error (MSE) is computed
for each forecasting model. The predictor that yields the smallest MSE is chosen to
forecast the next CPU value. Those models include running average, sliding win-
dow average, last measurement, adaptive window average, median filter, adaptive
window median, a-trimmed mean, stochastic gradient, and Auto-Regression(AR).
Nevertheless the NWS faces challenges when dealing with peaks [3].

The Dynamic Tendency Predictor [34] is among one of the most simple and yet
proved efficient one-step ahead CPU estimators. The approach states that recently
increasing load will tend to increase in the future and that recently deceasing load
will continue to decrease. The Dynamic Tendency Predictor [34] has been extended
in [36] to forecast the tendency based on taking into account more steps backward
in time instead of only relying on the last step as originally proposed in [34]. Then,
a polynomial fitting approach was proposed for the forecasting.

Furthermore, multi-step-ahead forecasting of CPU load has been investigated
in the literature, see for example [33]. Yang et al. [33] achieve the latter objective
by finding similar historical patterns to the original pattern based on Hamming
distance and Euclidean distance. Then different fusion strategies are used in order
to combine the different forecastings of the similar patterns.

At this juncture, it is important to emphasize that our work is distinct for
the later stream of approaches as we would to rather recover the CPU request
patterns to a CPU processor instead of merely looking at the historical CPU load
and trying to forecast future values via time series. We believe that recovering the
underlying request patterns is very useful for providing a better understanding of
the statistical dynamics of CPU load and thus achieving multi-step ahead forecast-
ing. In addition, such an approach permits to distinguish CPU forecasting from
classical time series forecasting. In fact, the informed reader can remark that the
aforementioned Time-series based Methods are general and not originally designed
for CPU forecasting but rather admits a long list applications ranging from stock
market forecasting to weather forecasting.

Queue-Theory based Methods : Applying queuing models for analyzing CPU re-
source usage have received a lot of attention. We shall review some representative
studies on this topic.
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In [22], the authors propose to perform task scheduling not based on the worst
execution time but rather based on the distribution of the execution time. A
task is supposed to be composed of different sub-tasks and it is assumed that
the execution time of the task is equal to the execution time of the bottleneck
task which finishes last. If the worst-case execution time is known, scheduling
based on worst-case execution time is guaranteed to meet the timing requirement,
however the worst-case execution policy leads to waste of CPU resources which
are underutilized. It is known that scheduling based on distribution yields more
effective resource utilization. The authors devised a model so that to forecast the
task execution time based on two classes of parameters: intrinsic and extrinsic.
The intrinsic factors are related to the computational requirement of the task,
while the extrinsic factors are related to communication and synchronization. In
order to render the system analysis traceable, the model is simplified thanks to
a simplification of the extrinsic factors, and mapped to a distributed system a
queuing model which nodes dedicated to computations and nodes dedicated to
communication and synchronization.

Stochastic fluid models is used in [2] for CPU capturing and releasing. Dis-
tributed software agents have routine tasks that need to be processed by a CPU.
The problem is to find an optimal threshold on the workload of the agent to design
a release-recapture CPU policy. The problem is modeled using two buffers, one for
the routine tasks and one for the non-routine tasks. The process servers a buffer
using a threshold-based policy. The threshold based policy is described in simple
terms as [2]: "Traffic is emptied at rate ¢ by a single scheduler that alternates
between the two buffers. When buffer 1 becomes empty the scheduler switches to
buffer 2 (after a switch-over time) and returns back to buffer 1 when the contents
of buffer 1 exceeds a.”

Bouterse and Perros [6] developed a model inspired from the realm of circuit
switched telephony models, namely the model of blocking of Erlang, in order to
develop reserve capacity model. Different models are used to forecast the arrival
rate and based on this, an number of servers are provisioned so that to meet the
target the blocking probability using Erlang formula.

Parameter estimation in queuing models Parameter estimation in queuing models
have a long tradition going back to the David Cox paper from [8]. Most papers
rely on the likelihood principle in one way or another, see e.g. [21,1,12], but there
are some situations where standard estimation techniques can not be used. E.g.
Heggland and Frigessi [18] estimate the parameters of a G/G/1 queue model when
only the departure times are known applying a method called indirect inference.

A disadvantage of the indirect inference approach is that it is difficult to get
reliable uncertainty estimates of the parameter estimates. Over the recent years
the indirect inference framework has been generalized and casted in to a Bayesian
framework. The approaches are typically referred to as Approximate Bayesian
Computing (ABC). See e.g. [5,11] for very nice reviews of the different approaches
available within the ABC framework. Due to the complexity of the estimation
problem considered in this paper, we resort to the ABC framework.
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Fig. 1 The CPU consumption data for four arbitrary days.

3 CPU consumption data

Real CPU consumption data were collected on a computer with a Windows 7
operating system operated by an office worker. These are the same data used
in [16]. We observed the office worker for 19 whole working days (i.e. weekends
removed) and observed the average CPU usage at five-minute intervals, i.e. 288
observations every day. The CPU data for four arbitrary days are shown in Figure
1. A value of one is equivalent to one CPU core running constantly. We observe
that the CPU consumption is typically largest during the day, with some occasional
computations during the evening. We observe little CPU consumption during the
night. Large tasks are visible in the real data with a constant CPU usage of around
one, e.g. in the evening as shown in the upper left panel. In the same panel, we
observe that the CPU consumption is around two right after 8 p.m. (value 20
on the z axis), meaning that two CPU cores are running some larger tasks. We
also observe large time spans in which the CPU usage is far below one, which
means that, during these periods, a number of smaller requests are sent to the
CPU processor. Even though we do not observe the CPU requests directly, we are
still able to say something about the amount of requests and their sizes just by
inspecting the CPU consumption data.

In the next section, we will present a statistical model for how such CPU
consumption data are generated.
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4 Data generating model

The computer from which the data were collected, was equipped with a four core
CPU processor. We assume that the number of available cores is higher than the
number of current requests that need to processed, so that requests are never
queued up. More specifically, we assume that the request process can be modelled
by a M/G /oo queue process. This is a reliable assumption since all the four cores
were never used at the same time during the 19 days of observations.

4.1 Notation

We assume that we have CPU consumption data for D days. We divide each day
into T" equidistant intervals by the time points 79, ..., 7r and define the length of
each time interval by AT = 74 — 7.—1. We let the measurement unit be in days, so
that 7o =0 and 77 = 1. Let y, d=1,...D, t =1,and...T denote the average
CPU consumption in the time interval [7¢—1, 7¢] at day d. Recall from the introduc-
tion that these are our actual observations. Further, let y4(7) denote the current
CPU consumption at time 7 on day d and recall that it is unobservable since we
only observe the average CPU consumption 34,. Let Ny be the number of requests
to the CPU processor on day d and let aq1,...,aqn, denote the arrival times for
each of these requests. Finally, let sq1,. .., Sin, denote the size (processing time)
of the requests aqi,...,aqn,. Since we assume a M/G /oo model, the departure
time for request, aqn, will simply be hg, = agn + San- To separate the data and
realisations from the queue model, we add a superscript 'R’ to realisations, e.g.

—R
Yat-
4.2 Statistical queuing model

We assume that Ng, d = 1,and. .., D are independent Poisson-distributed stochas-
tic variables with expectation A. For a homogeneous Poisson process, we assume
that the requests are uniformly distributed throughout the day. From a practical
point of view, this is rarely the case and not for the data analysed in this paper,
where we observed most of the requests during the day (Section 3). Instead, we
assume an inhomogeneous (time varying) Poisson process and assume that the
arrival times of the requests are independent Beta-distributed stochastic variables

adi, - - -, 64N, ~ Beta(a, ), d=1,...,D

By varying the shape parameters o and §, most of the arrivals (CPU requests)
will take place at different times during the day. For instance, if high values are
chosen for both shape parameters, e.g. @« = f = 20, almost all arrivals (CPU
requests) will take place within a short time period in the middle of the day.
Setting o = [ = 1, the arrivals will be uniformly distributed throughout the
day (homogeneous Poisson process). For more details about the Beta distribution,
see e.g. [14]. Finally, we assume that the processing time for each request (i.e.
the size of the request) is an independent stochastic variable from a Log-normal
distribution

Sdiy---,8dn, ~ LogN(u,0), d=1,...,D
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If X is a normally distributed stochastic variable with expectation pu and standard
deviation o, then Y = exp (X) will be Log-normal distributed with parameters
p and o. Of course, other distributions could be used in the model, but for the
data analysed in this paper, the Log-normal distribution performed well. Since
the requests to the CPU can comprise both very small (short processing time)
and very large tasks, we need a distribution that captures this. Taking the exp of
outcomes from the normal distribution, we potentially get both very small values
and very large values, and the Log-normal distribution is thus suitable. We also
experimented with both an exponential and a gamma distribution, but the results
were less promising.

Given the arrivals and processing times described above, and recalling that we
assume a M /G /oo model, the current CPU consumption at time 7 on day d is
given by

Ny

ya(T) = Z Iagn <7 < hdn) (1)

n=1

where I(A) is the indicator function, returning one if A is true and zero otherwise.
We see that yq(7) is simply the sum of the requests being processed at time 7.
Finally, the CPU observations, %, can be computed from yq(7). Recall that g,
is the average CPU consumption in the time interval [1;—1, 7¢], which gives

1 Tt
m = — d
Yt Ar /Tt—1 Yd (T) T

Na
> I(aan < 7 < hap) dr

Tt—1 p=1

J— 1 Tt
T AT
Tt

1
:72 I(adn<7<hdn) dr
A7n71

Tt—1

Ng
= Z [F(T¢; @dn, han) — F(Tt—1; adn, han)]
n=1

where
0 if 7 < agn
T — Qdn .
_— ifagn, <7 <h
F(Tv Adn, hdn) - AT dn = fdn
han — Qdn .
——— ifT>h
AT dn

5 Parameter estimation based on Approximate Bayesian Computing

Given both the observations (Section 3) and the statistical model presented in the
previous section, the natural next step is to use the observations to estimate the
unknown parameters in the statistical model A, o, 8, u and o. The most common



8 H. L. Hammer et al.

way to estimate parameters in statistical models is to optimise the likelihood
functions, which in this case can be written as

D ¢S}
L\ o, B, p4,0|¥1,---,¥p) = H (// Z Poisson(Ng; A)
d=1

Ngz=0
Ny
[ Beta(aan; o, B) LogN(san; . 0)} G(Y4|ad,sa)daq de>
n=1
where Yia=Ydir--->Ydi>» &d = Qd1,---,AdN,, Sd = Sd1s---,SdN, and G(?d ‘ ad,sd)

refers to the relation in (2). Here G(¥, | a4, sq) is a delta function since the relation
(2) is deterministic. Hence all possible combinations of Ng,ag,sq that can give
rise to the observed data, y,, need to be identified. If we knew Ny and also in
which time interval, [1¢—1, 7], each agn and hgn = adn + Sdn occurred, (2) can be
solved. Unfortunately, the number of ways of positioning the Ny arrivals and Ny
departures on T' time intervals is given by

2Ng+T -1
2Ny
[13], which explodes as either N4 or T increases, and the likelihood function is
thus infeasible except for in the most simple cases.

Since the likelihood function is infeasible, we resort to a more indirect way of
estimating the parameters. Intuitively, if we generate outcomes from the statistical
model in Section 4 using the true parameter values (that generated the real data),
we would expect outcomes from the statistical model to be similar to the real
data. Fortunately, it is simple to generate outcomes from the statistical model
in Section 4, which means that such an indirect approach is possible. Such an
approach dates back to at least [23]. Recently, more efficient approaches have been
developed. They are called Approximate Bayesian Computing (ABC). See [5] and
[11] for good reviews of different ABC approaches.

The methodology can be described as follows. Suppose that we have a statisti-
cal model with parameter 6. Let p(f) denote the prior distribution of the parameter
and let T, denote the observations that were generated from the statistical model
with the unknown parameter 6,. The goal is thus to estimate 6,. The estimation
procedure can then be described as follows:

1. Generate a large set of realisations 61, . ..,05 from the prior distribution p(0).

2. For each realisation 6;, generate an outcome from the statistical model 77;.

3. Compute a set of K different statistics (sample mean, variance etc.) for each
outcome 13, S1(73),...,Sk(73). These statistics summarise the main proper-
ties of the data.

4. Compute the same statistics for the observations S1(25),...,Skx(?5). Intu-
itively, if S1(%3),..., Sk (Y3) is close to S1(2%), ..., Sk (Yo) using some suitable
metric, we expect that 6; will be close to the unknown true parameter 6,.

5. Fit a statistical model to the relation between the parameters and the statistics
using the realisations 6; and S1(Y3),...,Sk(73), i =1,..., M. We let 6 be the
response of the model (although the opposite is also possible).
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6. Use the statistical model to obtain inference on the unknown parameter 6,.
A simple approach is to just plug the observed statistics S1 (%), ..., Sk (25)
into the statistical model and use the output from the model in Step 5 as the
estimate of 6,.

The interested reader is referred to [5] and [11] for more details. In our case, 6
refers to the parameters A\, «, 8, 4,0 and T to the outcomes from the model in
Section 4, i.e. ydR, d=1,...,D.

5.1 CPU data statistics

A crucial part of the ABC methodology described in the previous section is choos-
ing statistics that are able to distinguish properties of realisations from the model
in Section 4 for different values of the parameters A, «, 8, u, 0. Thus, we started
by generating realisations from the model for different values of the parameters.
We fixed the expected CPU consumption for outputs from the model as equal to
the value in the observations, i.e.

L2
E(Na)E(san) = > v
1 d;1
)\exp(,u+02/2):52?d (3)
d=1

where the expectations on the left-hand side follow from the properties of the
Poisson and Log-normal distributions. We thus choose combinations of A, x and o
that satisfy this relation. We start by setting A = 50, p equal to the four values
—6,—7.5,—9 and —10.5 and o were chosen to satisfy (3). Finally we set a = 8 = 3,
which resulted in a few more requests happening during the day, which is in accor-
dance with the real data. To study the effects of adjusting the parametric values, we
generated several realisations from the model for the different parametric choices.
One realisation from each of the values of p is shown in Figure 2. We see that
setting 4 = —6 (upper left panel), each CPU request is small and about the same
size. For p = —9 (lower left panel), we see that the output from the model contains
both very small tasks and large tasks (the CPU consumption is high for long time
periods). For p = —10.5 (lower right panel), this happens to an even larger degree.
Comparing this to the real data in Figure 1, the lower left panel in Figure 2 seems
to be most similar to the real data. However, there seem to be more spikes in the
real data, indicating that A = 50 is too low a value to replicate the properties of
the real data.

Figure 3 shows the same as Figure 2 except that we increased A to 1000. Since
we now get far more requests to the CPU, the expected size of each request must
be smaller and we set u = —9, —11, —13 and —15. Comparing Figures 2 and 3, we
see that by increasing A we get more spiky data, which is in accordance with the
real data. The lower right panel of Figure 3 seems to replicate properties of the
real data quite well.

Figures 2 and 3 show that, by adjusting the parameters of the model, we end up
with CPU data with different properties. We saw that the ABC method relies on
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Fig. 2 Realisations from the model in Section 4 for A = 50. For the panels from upper left to
lower right, 4 = —6, —7.5, —9 and —10.5, respectively.
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finding suitable statistics of the real data. In the experiments, we use the following
statistics.

— Average CPU consumption.

= pL

tJ \

— Cumulative probabilities. Define

I(Yg < q)

HM%

ES )W
being the proportion of observations with a value less than ¢ (quantile). We
see that with A = 50 compared to A = 1000, a CPU consumption equal to
zero, one and two is far more common, since we have less disturbances from
zero, one or two cores running. The same is observed if we use a lower value
of p (lower right panel in Figures 2 and 3). Thus, choosing values of ¢ close to
these values seems reasonable. In the estimation procedure, we therefore use
the following values of ¢: 0.01, 0.1, 0.5, 0.9, 0.99, 1.01, 1.1, 1.5, 1.9, 1.99, 2.01,
2.1 and 2.5.

— To measure the degree of spikiness, we compute the change in CPU consump-
tion from one time step to the next

1 D T
DIT-1) Z Z [Yar — Yar—1
d=11t=2

— We expect the spikiness measure above to be higher if the average CPU con-
sumption is high. Therefore we also compute the relative change from one time
step to the next.

D T _
[Yar — Yar—1
DT A
d=1t=2
where M A(t) is a moving average estimate of the expected CPU consumption
at different times during the day

D L
MA(t) = 2L—1 Z Z Yace—1)
d=11——1

In the experiments, we used L = 5. We use the moving average instead of the
CPU consumption observations directly since the observations are very spiky,
resulting in unstable estimates.

— Changes in average load from one day to another. From Figure 1, we see that
in the real data the average load varies quite a lot from one day to another,
and we should have the same property in the model. There we include the
standard deviation in the daily averages

D
1
Dy=,|—— 3 (¥, -2
S Yy D_ld_l(Yd Y)
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Typically choosing i and o, so that the Log-normal distribution becomes more
heavy tailed, like the lower right panels in Figures 2 and 3, the standard devi-
ation of the daily average increases.

— Finally, we need some statistics to capture the inhomogeneity in requests during
the day, i.e. to estimate the parameters o and 8. Let V' be a stochastic variable
with probabilities

MA(t)
Sy MA()
which can be interpreted as the probability of requests to the CPU at different

times during the day. We now compute the expectation and standard deviations
of V and use these values as statistics

PV =r)= =1,2,...,T

T
E(V)=> nP(V=m)

SD(V) = 4| > (e = E(V))2 P(V = 7)

t=1

If most of the requests take place early (late) during the day, E(V) will have a
low (high) value. The parameters o and S are directly related to the statistics
E(V) and SD(V).

6 Forecasting future CPU consumption

In this section we present procedures for forecasting future CPU consumption.
The first procedure forecasts the average CPU consumption in disjoint time in-
tervals, while the second procedure forecasts the instantaneous CPU consumption
at any time point in the future. Only by taking into consideration the underlying
queue process is it possible to forecast the instantaneous CPU consumption at
any time point in the future. This means that the HMM in [16] or any time series
models is limited to only forecasting the average CPU consumption and not the
instantaneous CPU consumption.

We expect the queue model to forecast well since it is able to capture the
complex time dependency patterns of the underlying queue process.

6.1 Forecasting average CPU consumption

We assume that we have estimated the parameters of the queue model from historic
CPU consumption data using the procedure above. Further, we assume that we
have received observations on a new day, do, up to time ¢, ¥, 1,Yg,2 - - - Yaye- We
now want to forecast the future CPU consumption ¥y ;415 Ygye12;- - -~ We suggest
the following procedure:

1. Start by generating realisations from the queue model for P days, yf, p =
1,2,..., P, using parameter values estimated from the historic CPU consump-
tion data.
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2. Compare the values of each of the realisations and the observations in a neigh-
bourhood up to time ¢. We consider two metrics:

— Interval of length S: dp, = Zh 0 (yd —h @f)t_h)Q.

— Exponential decay: dp = Zh 0€ (ydmt,h — @ﬁt,h)Q.
3. Select the ¥ realisations with the smallest dp,. Denote the selected realisations
Yoy v =1,...,0.
4. Forecast the CPU consumption at time ¢+ g, denoted @dmtJrg, using one of the
following two strategies
— Average:

~ 1 R
Ydot+g = Z Yp),t+g
P=1
In the experiments we denote this strategy AV.
— Weighted average:

Vag,t+g = W Z d o) T Tpw).t+g

where W = Zi:l d;(ip)' Intuitively, we should give more weight to the
realisations closest to the observations. In the experiments we denote this
strategy WAV.

The intuitive thinking behind the procedure is that realisations that are close to
the observations in a time period up to time ¢ should have more or less the same
underlying arrival and departure times in the neighbourhood of time ¢, and the
realisations should therefore also be close to the observations in the neighbourhood
after time t. The forecast procedure is able to take into account the complex
dependency structures of the underlying queue model and lay the foundation for
precise forecasting.

6.2 Forecasting instantaneous CPU consumption at any time point

The procedure above forecasts the averge CPU consumption in disjoint time in-
tervals in the future. It could be argued that it is rather the forecasting of the
instantaneous CPU consumption at any time point in the future that is of main
interest. By making small modifications to the procedure above, we can forecast
this. Suppose that we want to forecast the CPU consumption at some arbitrary
time point in the future 7/ > 7;. Note that 7’ can be any time point and not
limited by the discretisation of the observations. We modify the procedure above
as follows. In the third step above, for each of the selected realisations, we also
store the arrival and departure times. We denote them af(w)’l, . ,af(w),pr and

hfw),l, el hf’(w)’pr), Y =1,...,¥. The fourth step is modified as follows. For
each selected realisation, we can compute the CPU consumption at time 7’ using
(1)
. Np () n n
/ /
Uiy (7) = D T (%<w>,n <7 < hp(w),n) , ¥=1....¥

n=1
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We can further compute a probability distribution for the number of running
CPU cores at time 7’ (which is the CPU consumption at time 7’). For instance,
the probability that z CPU cores will be running at time 7’ can be estimated as

'4

P(ya, (7)) = ) Z (yp(w) x) , x=0,1,2,... (4)

or using a weighted sum depending on dp(y)-

7 Experiments

In the first part of the experiments, we evaluated how well we were able to estimate
the parameters of the queuing model. In the next part, we performed a thorough
evaluation of the forecasting performance of the methods described in Section 6.
We compared it with different ARIMA models and the inhomogeneous hidden
Markov model in [16].

7.1 Parameter estimation

In the previous sections, we have built a realistic queue model for the CPU con-
sumption data and an estimation strategy based on the ABC framework. In this
Section, we will evaluate the estimation performance of the ABC procedure in Sec-
tion 5. The ABC procedure requires prior distributions for the unknown param-
eters. We assume that we have little prior information and chose wide uniformly
distributed priors as follows

where Unif(a, b) refers to the uniform distribution in the interval between a and b.

We started the parameter estimation by following the first three steps of the
ABC procedure described in Section 5 by generating M = 4 - 10° realisations and
computing the statistics presented in Section 5.1.

In the fifth step of the procedure, different statistical models can be used, such
as partial least square [29], neural net [4] or ridge regression [25]. We evaluated
both the neural net and the ridge regression approach. and the two approaches
resulted in very similar results. The results below are based on the neural net
approach.

In the rest of the paper, we set D = 19 and T' = 288. which means that we have
288 observations per day (every five minutes) for 19 days. This is in accordance
with the real data presented in Section 3.
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Fig. 4 Synthetic example: Realisations from the ABC posterior distribution for the different
parameters of the model.

7.1.1 Synthetic data example

We started by generating a synthetic dataset over D = 19 days from the model
with parameter values A = 500, = 8,8 = 8, u = —10,0 = 2.2 and computed the
statistics from Section 5.1. If the estimation procedure performs well, we should get
reliable estimates of the parameters used to generate the synthetic data. Figure
4 shows a histogram of outcomes from the ABC posterior distribution for the
different parameters. We see that the procedure estimates the parameters of the
underlying queue process very well.

7.1.2 Real CPU consumption data example

Next, we ran the estimation procedure for the real data. Figure 5 shows a histogram
of outcomes from the ABC posterior distribution for the different parameters. We
see that we are able to get fairly precise estimates of the parameters in the queuing
model. In particular, the results reveal that the expected number of requests to the
CPU processor during a day is somewhere between 1000 (a request about every
1.5 minutes) and 5000 (a request about every 15 seconds). We see a = 8 =~ 3.5,
which means that most of the requests to the CPU processor take place in the
middle of the day (office hours), but 3.5 is not a very high value, so a fair amount
of the requests also happen at other times during the day.

Figure 6 shows four arbitrary realisations from the queue model using the esti-
mated parameters with the highest posterior probability (the MAP parameters).
By comparing Figures 1 and 6, we see that outcomes from the statistical model
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Fig. 5 Real data example: Realisations from the ABC posterior distribution for the different
parameters of the model.
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replicate the properties of the real CPU consumption data very well.

7.2 Forecasting

In this section, we evaluate the forecasting performance of the queue model. In
Sections 7.2.1 and 7.2.2, we evaluate the performance of forecasting average and
instantaneous CPU consumption, respectively, using the two procedures in Section
6.

7.2.1 Forecasting of average CPU consumption

We compared it with three alternative models.

— The hidden Markov model from [16], denoted HMM CPU in the rest of the
paper

— An autoregressive process of order one, denoted AR(1) in the rest of the paper.

— An ARIMA model. For the ARIMA model, we used the auto.arima function
in the forecast package [19] in the statistical software R [26]. More details
on the auto.arima function can be found in Section 3 of [19]. There is clearly
a daily seasonality in the CPU consumption data that needs to be included
in the model. The auto.arima function has a method for doing this, but it
performed poorly for our data since the data consist of many observations
per day (every fifth minute). We therefore followed the recommendations in
[20] and modelled the seasonality using a Fourier series approach. We used the
Akaike information criterion to choose the number of frequencies in the Fourier
series, ending up with three frequencies (K = 3 following the notation in [20]).

We forecast future CPU consumption using the procedure in Section 6.1 with
the following choices.

— In the first step of the procedure, we generated realisations from the queue
model for P = 100000 days using the MAP estimates of the parameters in the
model.

— In the second step of the procedure, we used three different values of S, namely
S =2,5=06and S = 12 referring to 10, 30 and 60 minutes backwards in time,
respectively. For the exponential decay approach, we chose v, so that the weight
was reduced to 0.5 in 10, 30 and 60 minutes, which was achieved by setting
v=1n(2)/2,7v=1n(2)/6 and v = In (2)/12, respectively.

— In the third step, we used two values for ¥, namely ¥ = 50 and ¥ = 500.

— In the fourth step, we used both of the strategies AV and WAV.

We measured forecasting performance for all the combinations of the choices above,
ending up with 6 - 2 - 2 = 24 unique cases.

We evaluated the forecasting performance using leave-one-day-out cross vali-
dation. This means that we left out one of the D = 19 days to test the forecasting
performance and the 18 other days to train the different models above. We re-
peated this 19 times, so that each day was used as the test set. We measured
the forecasting error using the average difference in absolute value between the
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Model Compare ' AV-WAV  Error
QUEUE 7 =1In(2)/6 500 WAV 0.102
QUEUE v=1n(2)/6 50 WAV 0.103
QUEUE S = 500 WAV 0.104
QUEUE v=1In(2)/6 500 AV 0.104
QUEUE S=6 50 AV 0.105
QUEUE S=6 50 WAV 0.105
QUEUE S=6 500 AV 0.105
QUEUE v=1n(2)/6 50 AV 0.105
QUEUE vy=1In(2)/12 500 WAV 0.108
QUEUE vy=1In(2)/12 500 AV 0.109
QUEUE vy=1In(2)/12 50 AV 0.111
HMM CPU - - - 0.111
ARIMA — — — 0.112
QUEUE y=1n(2)/2 500 WAV 0.112
QUEUE y=1n(2)/12 50 WAV 0.112
QUEUE v =1n(2)/2 50 WAV 0.113
QUEUE y=1In(2)/2 500 AV 0.113
QUEUE y=In(2)/2 50 AV 0.115
QUEUE S=2 50 AV 0.117
QUEUE S=2 500 WAV 0.117
QUEUE S=12 50 WAV 0.117
QUEUE S=12 500 AV 0.117
QUEUE S=12 500 WAV 0.117
QUEUE S=2 50 WAV 0.118
QUEUE S=12 50 AV 0.118
QUEUE S=2 500 AV 0.119
AR(1) - - - 0.135

Table 1 Forecasting performance of the different models. The columns from left to right show:
Model, choice in step two of the procedure in Section 6, choice in step three, choice in step
four and the forecasting error.

forecasting and the observation

1 &
Error :T;’@—gt‘

where @t and ¥, refer to the forecasting and observation at time ¢ during the test
day. We computed the forecasting error, forecasting 5, 10, 15 and 20 minutes into
the future.

Table 1 shows the results. The forecasting errors in the table are computed as
the average of the forecasting error going 5, 10, 15 and 20 minutes into the future.
We see that the AR(1) model performs more poorly than the more advanced
models. The ARIMA and the HMM CPU models perform about equally well.
The performance of the queue model in this paper depends on the choice of the
parameters. The choice of S and + seems to be quite important. The method
performs very well using a history of about 30 minutes(y = In(2)/6 or S = 6)
and outperforms both the ARIMA and the HMM CPU models. Using a history
of 10 minutes or one hour, the performance mostly drops below ARIMA and
HMM CPU. It also seem that combining ¢ = 500 and WAV results in a better
performance than ¢ = 50 and AV, which means that it is better to select many
realisations and weight them than to select only a few without weighting.

Figure 7 shows the forecasting performance of the queue model with the best
parameter choices and compared to HMM CPU, ARIMA and AR(1). We see that
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Fig. 7 Forecasting performance of the queue model with the best parameter choices and
compared to HMM CPU, ARIMA and AR(1).

the queue model outperforms the other models for all forecasting time horizons.

7.2.2 Forecasting instantaneous CPU consumption

As described earlier in the paper, neither the HMM model in [16] nor the time
series models used for comparison in the previous section can be used to forecast
instantaneous CPU consumption, and we therefore do not have any models to
compare with. Instead of carrying out a comparison, we run a small experiment to
demonstrate the results of instantaneous forecasting. We select a time point with
high CPU consumption and forecast the instantaneous CPU consumption from 30
seconds to 20 minutes into the future.

We use the forecasting procedure in Section 6.2 with v = In (2)/6 and ¥ = 500,
which were the best choices in the experiments above. Further, we use (4) to
compute the probabilities. The results are shown in Figure 8. The black curve
shows the CPU consumption data in a time span of 50 minutes, 30 minutes before
the forecasting starts and 20 minutes after. We see that for the first 30 minutes the
CPU consumption is constantly about one, meaning that the CPU is processing
a large task. The grey curves show the forecasting of the instantaneous CPU
consumption. We see that the procedure forecasts a high probability of one core
running, which seems reasonable since the CPU was processing a large task when
the forecasting started. Going further into the future, the probability of one core
running is gradually reduced to about 0.8 after 20 minutes.
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Fig. 8 Forecasting instantaneous CPU consumption from 30 seconds to 20 minutes into the
future. The CPU consumption (black curve) is read on the left y-axis, while probabilities (grey
curves) are read on the right y-axis.

8 Closing remarks

In this paper, we build a statistical model to replicate how observed CPU con-
sumption data are generated. We demonstrate that, by adjusting the parameters of
the statistical model, the outcomes of the model have different properties. Next,
we build statistics that quantify these differences and are used to estimate the
parameters of the statistical model to replicate the properties of real CPU con-
sumption data. Our results show that realisations from the queue model replicate
the properties of real CPU consumption data very well.

Further, we show that the queue model outperforms both the HMM CPU model
from [16] and an ARIMA model in forecasting future CPU consumption. Another
good property of the queue model is that we can forecast the instantaneous CPU
consumption at any time point in the future following the second procedure in
Section 6. This is only possible by taking into account the underlying queuing
process that generated the real CPU consumption data. Therefore, neither the
HMM CPU in [16] nor ARIMA models can forecast this, but only the average
CPU consumption at disjoint time intervals in the future.

It could be argued that our M/G /oo modelling of the CPU processor is a
little simplified compared to how modern multi-core CPU processors work. The
procedure in this paper only requires that we are able to generate outcomes from
the statistical model, which means that the M/G /oo assumption can be replaced
by other and more complex assumptions without affecting the usefulness of the
approach.
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