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Abstract. Recently, the technology of mid-air gestures for manipulating 3D 
digital contents has become an important research issue. In order to conform to 
the needs of users and contexts, eliciting user-defined gestures is inevitable. 
However, it was reported that user-defined hand gestures tended to vary signifi-
cantly in posture, motion and speed, making it difficult to identify common 
characteristics. In this research, the authors conducted an experiment to study 
the intuitive hand gestures for controlling the rotation of 3D digital furniture. 
Twenty graduate students majored in Industrial Design were invited to partici-
pate in the task. Although there were great varieties among different partici-
pants, common characteristics were extracted through systematic behavior cod-
ing and analysis. The results indicated that open palm and D Handshape (Amer-
ican Sign Language) were the most intuitive hand poses. In addition, moving 
hands along the circumference of a horizontal circle was the most intuitive hand 
motion and trajectory. 
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1 Introduction 

Manipulating 3D digital contents through mid-air gestures is a new experience for 
most people. In many applications, such as interactive product virtual exhibition in 
public and medical image display in a surgery room, the tasks may include transla-
tion, rotation, and scaling of 3D components. In order to facilitate the natural mapping 
between controls and displays, eliciting intuitive gestures from a group of user-
defined gestures is necessary. However, due to individual differences in the experi-
ences of using 3D applications and relative input devices, it is extremely difficult to 
develop consensus gestures. Given the potential difficulty, identifying the common 
characteristics of intuitive gestures is still important to inform the development pro-
cess of gesture recognition algorithms. Therefore, the objective of this research is to 



study the common characteristics of intuitive gestures through a pilot experiment of 
3D digital content manipulations. 

2 Literature Review 

Since 3D and mid-air hand gesture controls are natural, intuitive and sanitary [1, 2, 3], 
the number of applications have increased significantly. The contexts include interac-
tive navigation systems in museum [4], surgical imaging systems [1, 2], interactive 
public displays [5], and 3D modelling [6]. Based on the number and trajectory of 
hands, mid-air gestures could be classified as one or two hands, linear or circular 
movements, and different degrees of freedom in path (1D, 2D, or 3D) [7]. If the con-
text is not considered, mid-air gestures could be pointing, semaphoric, pantomimic, 
iconic, and manipulation [8]. The types of control tasks could be select, release, ac-
cept, refuse, remove, cancel, navigate, identify, translate, and rotate [8]. Since the 
characteristics of contexts could influence gesture vocabularies [9], the gestures for 
short-range human computer interaction [10] and TV controls [11, 12] were reported 
to be different. Even for the same task in the same context, users may prefer different 
gestures, which could be influenced by previous experiences in using different devic-
es. While choosing an intuitive mid-air gesture for a specific task, it is necessary to 
consider and analyze the common characteristics of user-defined gestures. 

3 Experiment 

In order to explore the characteristics of hand gestures for manipulating 3D digital 
contents, a pilot experiment was carried out. The context of an interactive exhibition 
system for 3D product virtual models was considered. In a laboratory with illumina-
tion control, each participant stood on the spot in front of a 50-inch TV, with a dis-
tance of 200 cm. During the experiments, the images simulating the rotating products 
were displayed on the TV, which was controlled by a laptop computer with a comput-
er mouse. In order to obtain gesture characteristics, the motions of the body and hand 
joints were recorded by one overhead camera and two 3D depth cameras. Each partic-
ipant conducted two trials of experiments to offer self-defined gestures for rotating 
product models with respect to the vertical axis (Figure 1). The participants were 
encouraged to provide with separate gestures for start or stop rotations, respectively. 
In the first trial, a Microsoft Kinect for Windows (v2) sensor was mounted on the top 
of the TV. The sensor could extract 25 joints per person. The motion of the arms and 
hands was recorded by the Kinect Studio program running on a desktop computer. 
The images of body tracking were displayed on a 23-inch monitor, which was placed 
on the right hand side of the TV. In the second trial, an Intel RealSense 3D Camera 
(F200) was used to extract the position and orientation of 22 joints on a hand. It was 
placed between the participant and the TV. The distance to the participant was adjust-
ed with respect to the arm length. The height was adjusted to the shoulder height of 
each participant. The motion of each hand gesture was recorded by the Hands Viewer 
program. The program was running on a laptop computer with a 15-inch display, 



which was placed on the lower right hand side of the TV. Therefore, each participant 
performed the tasks of user-defined gestures by facing two 3D depth cameras with 
different distances. In addition, offering different gestures between two trials was 
encouraged. 

 

 

Fig. 1. Experiment setup 

4 Results and Discussions 

Twenty students, majored in the Master Program of Industrial Design, were invited to 
participate in the experiment. From two trials of user-defined gestures, forty gestures 
were recorded. In the first trial, the numbers of one-hand and two-hand gestures were 
8 and 12, respectively. In the second trial, the numbers of one-hand and two-hand 
gestures were 11 and 9, respectively. There were no significant differences in the 
numbers of one-hand and two-hand gestures. For systematic behavior coding and 
analysis, the gestures were categorized based on hand poses, orientations, motions 
and trajectories. Fourteen types of one-hand gestures were identified (Table 1). Fif-
teen types of two-hand gestures were identified (Table 2). Although many types of 
gestures were identified, common characteristics could be extracted. Open palm and 
D Handshape (American Sign Language) were the most intuitive hand poses. For one-
hand gestures, moving along the circumference of a horizontal circle was the most 
intuitive hand motion and trajectory. For two-hand gestures, moving two hands rela-
tively with a constant distance along the circumference of a horizontal circle was the 
most intuitive hand motion and trajectory. Sample gestures recorded by the Hands 
Viewer program were displayed in Figure 2. 



Table 1. User-defined gestures with one hand 

Type Hand 
Pose 

Hand 
Orientation 

Hand Motion and Trajectory Count 

1-1 Open 
palm 

Facing up Rotating with respect to the vertical axis at 
the center of the palm 

2 

1-2 Open 
palm 

Facing forward Moving in a 3D smiling curve from left to 
right (or right to left) 

2 (SP) 

1-3 D Hand-
shape 

Index finger 
pointing for-
ward 

Start rotation:  
Moving along the circumference of a hori-
zontal circle 
Stop rotation:  
Tapping forward 

2 

1-4 Open 
palm 

Changing Start rotation:  
Swiping 
Stop rotation:  
Pushing forward 

2 (SP) 
 

1-5 Open 
palm 

Facing forward Start rotation:  
Swiping (from left to right; or from right to 
left),  
Stop rotation: Grabbing 

2 (SP) 

1-6 Pinch Facing forward 
Moving in a 3D smiling curve from left to 
right (or right to left) 

1 

1-7 D Hand-
shape 

Pointing for-
ward 

1 

1-8 D Hand-
shape 

Pointing up 
Moving along the circumference of a hori-
zontal circle 

1 

1-9 Open 
palm 

Facing down 1 

1-10 Open 
palm 

Facing down 

Start rotation:  
Moving along the circumference of a hori-
zontal circle; 
Stop rotation: Fist 

1 

1-11 Grab Facing forward 1 

1-12 D Hand-
shape 

Index finger 
pointing for-
ward 

1 

1-13 Open 
palm 

Fingers pointing 
forward 

Start rotation:  
Rotating with respect to the vertical axis at 
the center of the palm 
Stop rotation:  
Pushing forward 

1 

1-14 Open 
palm 

Facing down Start rotation:  
Moving along the circumference of a hori-
zontal circle; 
Stop rotation:  
Palm facing down and moving downward 

1 

Note: SP (Same Participant) 



 

Table 2. User-defined gestures with two hands 

Type Hand 
Pose 

Hand 
Orientation 

Hand Motion and Trajectory Count 

2-1 Open 
palm 

Facing to each 
other; Fingers 
pointing up 

Moving relatively with a constant distance 
along the circumference of a horizontal 
circle 

3 

2-2 Open 
palm 

Facing down 3 

2-3 Open 
palm 

Facing to each 
other; Fingers 
pointing for-
ward 

2 

2-4 Open 
palm 

Facing to each 
other; Fingers 
pointing down 

2 

2-5 D Hand-
shape 

Facing down; 
Index finger 
pointing for-
ward 

1 

2-6 D Hand-
shape 

Facing to each 
other; Index 
finger pointing 
up 

1 

2-7 Open 
palm 

Raising arms to 
around 45 de-
grees, with 
fingers pointing 
down naturally,

1 

2-8 L Hand-
shape 

Facing down; 
Index finger 
pointing for-
ward 

1 

2-9 Open 
palm 

Facing up Rotating with respect to the vertical axis at 
the center of the palm 

1 

2-10 First 
hand – 
open 
palm; 
Second 
hand – 
free 
pose 

First hand - 
facing forward; 
Second hand – 
changing 

Raising one hand with the palm facing 
forward, 
Moving the second hand circularly with 
respect to the raising hand 

1 



Type Hand 
Pose 

Hand 
Orientation 

Hand Motion and Trajectory Count 

2-11 Holding 
a virtual 
steering 
wheel, 

Facing to each 
other 

Start rotation:  
Moving relatively with a constant distance 
along the circumference of a horizontal 
circle; 
Stop rotation:  
Moving two hands downward similar to 
holding a disc and then putting it down 

1 

2-12 Open 
palm 

Facing to each 
other; Fingers 
pointing for-
ward 

Start rotation:  
Moving relatively with a constant distance 
along the circumference of a horizontal 
circle 
Stop rotation:  
Moving downward quickly 

1 

2-13 Left 
hand 
open 
palm; 
Right 
hand 
chang-
ing 

Left hand facing 
down and stay 
still,  

Left hand stays still. 
 
Start rotation:  
Right hand moving circularly under left 
hand 
Stop rotation:  
Right hand fist 

1 

2-14 Chang-
ing 

Changing Start rotation:  
Moving single hand circularly along the 
circumference of a horizontal circle; 
Stop rotation:  
Two Hands, Palm pushing forward 

1 

2-15 Chang-
ing 

Changing Start rotation:  
Two Hands, Fist, moving circularly with 
respect to the vertical axis 
Stop rotation:  
Single Hand, Palm pushing forward 

1 

 
 



           

     
 

Fig. 2. Sample gestures recorded by the Hands Viewer program 

5 Conclusion 

In this research, a systematic behavior coding scheme was developed to analyze and 
decompose user-defined gestures. In addition, the most intuitive hand pose and trajec-
tory of gestures for rotating 3D virtual models with respect to the vertical axis were 
identified. These results could be used to inform the development team of mid-air 
gestures and serve as the references for 3D digital content manipulations. 
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