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ABSTRACT
Advancements in artificial intelligence (AI), computer vision, and
smartphone technology have spurred the development of naviga-
tion assistants aiming to improve the independent mobility experi-
ence of people with visual impairments. Still, few studies have ex-
plored whether such tools meet this intention. Therefore, this study
aimed to examine the perceptions of people with visual impairments
on an AI-based navigation assistant and how their perceptions may
influence their use of these technologies. A study involving 13 par-
ticipants was conducted with DeepNAVI, an AI-based smartphone
navigation assistant for people with visual impairments in both
indoor and outdoor environments. The participants reported mixed
reactions towards the navigation assistant, from excitement about
the promise of increased independence to a lack of trust and skepti-
cism toward the reliability of this technology. The perceptions from
the participants provide some valuable insights about AI-based
smartphone navigation assistants and their practicality in real life.

CCS CONCEPTS
• Human-centered computing→ Empirical studies in acces-
sibility; Accessibility design and evaluation methods; Acces-
sibility systems and tools; Usability testing; Walkthrough
evaluations.
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1 INTRODUCTION
Numerous solutions utilizing various technologies have been pro-
posed to assist peoplewith visual impairments in navigation [20, 33].
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Over the last couple of years, artificial intelligence (AI)-based tech-
nologies have been used in navigation systems for people with
visual impairments. When portability and convenience become im-
portant, AI-based smartphone navigation assistants are proposed to
help people with visual impairments navigate their surroundings us-
ing their smartphones [4, 14, 30]. Such navigation assistants can be
able to provide users with information about their surroundings to
help them navigate to desired destinations. Moreover, they can also
potentially improve the independence and mobility of people with
visual impairments [5, 23, 25]. The portable nature of smartphone-
based navigation assistants is complemented by their low costs and
social stigma compared to other assistive technologies of similar
purposes, such as white canes and smart canes [10, 25, 57]. Previ-
ous research [25, 30, 58] has reported the growing popularity of
smartphone-based assistive technologies among people with visual
impairments as they are easy to use and enhance user interaction.
Studies also reported that people with visual impairments use a
variety of strategies to adapt to mobile devices and successfully
use them to perform everyday tasks and navigate independently.
Examples include adjusting the device settings to make it more
accessible, wearing headphones only in one ear while keeping the
other ear free to sense situational cues, etc. [28].

In this paper, we report the results of a qualitative study involv-
ing people with visual impairments (hereby called participants)
when they use an AI-based smartphone navigation assistant in
natural outdoor-indoor environments. The study involved user ex-
perience tasks followed by personal interviews to gain insight into
participants’ experiences with the AI-based smartphone navigation
assistant. The aim of this study was to assess the practicability,
usability, and users’ perceptions of such a smartphone-based navi-
gation assistant.

This paper is organized as follows. Section 2 describes related
works, Section 3 gives a brief description of the navigation assistant
used in this study, and Section 4 details the methods that provide
an overview of the tasks, participants, and data analysis. Section 5
presents the findings from the study and a discussion on Section 6.
The conclusion is presented in Section 7.

2 RELATEDWORKS
Various smartphone navigation assistants have been proposed to
help people with visual impairments. This section briefly describes
the systems and methods used to evaluate the assistant.

Sato et al. [50] proposed an indoor navigation assistant called
NavCog3, which uses beacon signals to provide semantic informa-
tion about various obstacles on the pathway. The system was tested
on people with visual impairments in a shopping mall. Subjective
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responses were solicited, the authors claim that the answers were
positive, and participants found the semantic information useful.
Similar to NavCog3, Nair et al. [37] proposed a mobile application
that leverages beacon signals and an augmented reality (AR) frame-
work to provide navigation instructions. The system was named
ASSIST and shares similar challenges to NavCog3 regarding the
need for a beacon infrastructure. The evaluation of ASSIST was
conducted in a multi-story building, and the authors claim that
participants were positive that the app reduced navigation errors.

Kuribayashi et al. [35] recruited 14 participants to evaluate Cor-
ridor Walker, a smartphone-based indoor walking assistant. The
system uses a LiDAR sensor to construct a 2D map of the surround-
ing environment. The study showed that the system significantly
reduced the number of error contacts and enabled participants to
avoid obstacles. The use of LiDAR for navigation assistance for
people with visual impairments has also been explored in other
works [32]. A smartphone-based navigation assistant using a depth
camera for obstacle detection has also been explored [51]. The as-
sistant is controlled using simple voice and gesture commands. An
experiment was conducted with five blindfolded participants. How-
ever, the capability of the mobile assistant is limited to locating and
detecting a general obstacle only and cannot provide additional in-
formation such as obstacle type or distance. Rao et al. [47] proposed
a navigation solution using Google Glass. The camera embedded in
the smart glasses was used to capture images of the surroundings,
which were analyzed using Azure Cognitive Services. The system
was tested with students with visual impairment in a school envi-
ronment. The system requires constant network connectivity to
process environmental data, and using Google Glass is relatively
expensive in developing countries and hence is not easily afford-
able. In addition, the authors reported battery drainage issues while
using Google Glass.

One of the main observations from recent works reported here
is that most navigation assistants have limited operational environ-
ments, indoors or outdoors. Even though these systems could bring
portability, the cost involved in deploying and generalizing them
in different geographical locations is challenging and not practica-
ble. In this situation, an AI-based smartphone navigation assistant
that can give information about the environment and obstacles
without depending on any external data network or infrastructure
becomes significant and useful. The following section describes a
brief overview of the navigation assistant used in this study.

3 SYSTEM
This study employed DeepNAVI, an AI-based smartphone navi-
gation assistant for people with visual impairment [34]. The app
associated with DeepNAVI is deployed in a smartphone, and the
user wears the device by placing it in a vest with its camera facing
outwards (see Figure 1). From the captured video frames, various
information about obstacles, such as their type, distance to them,
position, motion status, and scene information, is delivered to the
user through bone-conduction headphones. The DeepNAVI has
trained lightweight deep learning models to capture and process
data from the environment and detect obstacle information to help
users navigate. Because of the use of lightweight deep learning
models, the navigation assistant could offer a faster inference time

Figure 1: The DeepNAVI setup.

"Activate Navigation"

"Identify Scene"

"Plant detected,
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1.5 meters away,
center, stationery"

"Playground
identified"

USER

Figure 2: Working example of the DeepNAVI.

than similar systems reported in the literature [47, 51]. Fast infer-
ence time is crucial in a navigation assistant while working in a
real-time environment [59, 61]. An illustration of the working of
the DeepNAVI is shown in Figure 2. DeepNAVI can be activated
with specific voice commands, providing flexibility to users with-
out needing to find buttons on the device or press somewhere on
the screen. Unlike other similar deep learning-based navigation
assistants [7, 45, 50], the DeepNAVI does not require internet con-
nectivity, and it only requires a smartphone to work fully functional.
Thus it offers unyielding portability to the users.

4 METHOD
User perceptions could provide more insightful information about
a system if the target users themselves test it in its intended natural
environments. Considering this, a qualitative study design was
chosen. This user-experience study was designed with relevant
tasks from the motivation of similar studies reported in the past
[35, 37, 47, 51] and also based on interactions with people with
visual impairments (not the participants).
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Figure 3: Scene from the indoor environment.

4.1 Navigation tasks and environments
Two navigation tasks were conducted to understand the user expe-
rience from the DeepNAVI. The first navigation task was intended
for the indoor environment, and the second was for the outdoor
environment. Both environments were natural, meaning it was
not in a laboratory or simulated setup. The navigation environ-
ments were chosen to test the full functionalities of the DeepNAVI
that can help the participants to have a complete evaluation. The
participants were asked to walk the navigation paths in both envi-
ronments using the navigation aid for each task condition to reach
the respective destination points.

The indoor environment consisted of various physical obstacles
such as chairs, cabinetry, furniture, stairs, doors, indoor plants,
stairs, and trash cans on the path. The participant was asked to
reach the destination using the navigation aid and pick an object (a
mini coffeemaker) based on each task condition. The path was 70
meters long. Figure 3 shows the indoor environment.

The outdoor environment was a playground for children, which
was also a traffic simulation park with signs and zebra crossing
roads. The path consisted of several obstacles, such as traffic signs,
plants, people, fire hydrants, bicycles, trees, benches, and waste
containers. 1-2 humans were present in the location as part of the
task, which made it possible to test the human obstacle recognition
functionality of the navigation assistant. The destination point for
this task was a vehicle parking area. The path was nearly 150 meters
long. Figure 4 shows the outdoor environment.

Each navigation task consisted of two conditions: (1) navigation
with DeepNAVI alone and (2) navigation with DeepNAVI alongwith
a white cane. The latter was included to assess how the participants
perceive a smartphone navigation assistant when another familiar
mobility aid is given as support. The decision to have a white cane
as a supplementary aid to DeepNAVI as one task condition was
based on interactions with individuals with visual impairments (not
the participants) during the study design phase. For the first task
condition, the DeepNAVI alone is used, which includes a smart-
phone, a bone conduction headset, and a vest with a smartphone
holder. For the second task condition, a white cane was used in
addition. Participants were informed to bring their personal passive
white canes without any built-in electronics.

Figure 4: Scene from the outdoor environment.

The study was scheduled on different times and days for each
participant based on availability. Before starting the tasks, each
participant was asked about their demographics, and detailed in-
structions on the tasks and purpose of the study were given. A
briefing session was conducted for 10-15 minutes to familiarize the
participant with the navigation assistant. To minimize the learning
effect while repeating the task condition in the same environment,
the participant was asked to complete an indoor task condition fol-
lowed by an outdoor task condition. Afterward, it continued with
the remaining task condition in indoor and outdoor environments.
At the end of each task condition, the participant was probed using
a semi-structured interview. The whole process took almost 120
minutes for each participant. Each participant was compensated
with a gift voucher for their participation. Before the actual tasks, a
pilot test was conducted to validate the feasibility of the procedures.

No private or personal information was collected about the par-
ticipants. The data handling plan was approved by the Norwegian
Agency for Shared Services in Education and Research (Sikt)1. The
participants gave oral consent before participating in the tasks,
and an observer accompanied the participants during the tasks to
ensure no harm or injury occurred.

4.2 Participants
Fourteen participantswith visual impairmentswere recruited through
several support organizations and social media groups. The observa-
tions from one of the participants were discarded as this participant
decided to abort one of the tasks. Hence, the results reported herein
are based on the 13 participants who completed both tasks. No par-
ticipants had reduced hearing, and all had experience using white
canes. The participant group comprised a balanced mix of men
and women with varying smartphone experiences. Table 1 lists
demographic details. English was used for communication during
the tasks, and due to limited English proficiency, three participants
(P6, P9, and P10) communicated using an interpreter while doing
the tasks.
1www.sikt.no/en/data-management-plan
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Table 1: Demographics of participants. Age group: (18-25, 26-35, 36-45, 46-55), Gender: (Male, Female, Others), Visual impairment
level: (Moderate, Severe, Blindness), Age of onset (the age at which blindness happened), Usual navigation aids, Smartphone
Experience: (Nil, Rare, Moderate, Frequent).

ID Age group Gender Visual impairment level Age of onset Usual navigation aids Smartphone experience
P1 26-35 M Blindness 0 White cane, Smart cane Frequent
P2 36-45 M Blindness 0 White cane Moderate
P3 26-35 F Moderate 7 White cane, Smart cane Frequent
P4 26-35 M Severe 4 White cane, Smart cane Moderate
P5 18-25 M Blindness 0 White cane, Smart cane Frequent
P6 36-45 F Severe 4 White cane, Getting help from others Rare
P7 36-45 M Severe 10 White cane, Guide dog Moderate
P8 26-35 M Moderate 5 White cane, Guide dog Frequent
P9 46-55 M Severe 0 White cane Rare
P10 46-55 F Severe 0 White cane Rare
P11 26-35 M Severe 9 White cane Moderate
P12 36-45 M Moderate 16 White cane, Getting help from others Rare
P13 26-35 M Blindness 0 White cane, Guide dog Frequent

4.3 Analysis
The responses from the interview were qualitatively coded using
a thematic coding approach that included both inductive and de-
ductive codes [13]. At first, a codebook was developed with an
initial set of codes based on the open-ended questionnaire. Then
the collected data from the survey was gathered into one document
and grouped the excerpts by assigning them to the matching codes.
All the data was marked using color coding to differentiate between
the different comments of the participants. We took the utmost care
to view the collected data objectively, thus avoiding interpreting
the participants’ responses to give specific meaning to what was
said. After all the data had been assigned different codes, we con-
ducted two iterations of thematic coding analysis to find themes or
patterns across our data. Once we finished the first iteration, we
developed two new codes, "output modality" and "portability and
connectivity," and re-assigned related excerpts to that. In the second
iteration, we counted how many held the same opinion about the
various topics on each code. Then we extracted meaningful quotes
that could be interesting to include in the results. Some quotes
were paraphrased to avoid revealing the identity of the participants.
Furthermore, if two or more participants have a similar opinion,
they were merged to form a single quote. After the rounds of coding
data, we took the codes and categories and constructed the final
narrative. We employed intercoder reliability [15] by ensuring that
the multiple authors came to the same conclusions.

5 FINDINGS
This section presents the findings from the interview, which was
conducted after the tasks. The findings are categorized according
to code labels.

5.1 Portability and connectivity
All participants agreed that DeepNAVI is truly a portable navigation
assistant. Some participants also emphasized the convenience of
carrying the smartphone assistant because of its low weight and
small form factor. Participants P3 and P9 conveyed that since the

system was attached to the body, they had free hands for carrying
various other items. Three participants with experience testing
similar navigation assistants shared their views about DeepNAVI.

“This is much simpler than I thought. During previous
testing with other devices, I need to carry a backpack
along with a camera on top of my head. I felt so strange
and thought about how people could travel with that
on public roads. Now with this system, I feel nothing on
me and can walk freely. This is much easier." (P3, P7)

Four participants commented that they liked that the system is
integrated into a mobile phone. Three participants conveyed the
benefit of not being dependent on any data network, thereby pre-
serving battery life. Participant P3 was curious about what happens
when a call comes while DeepNAVI is in use. The participant tested
that by calling the smartphone where DeepNAVI was installed. The
DeepNAVI was halted due to the incoming call and resumed opera-
tion once the call ended. The participant expressed agreement with
giving priority over the DeepNAVI app.

5.2 Information details and accuracy
Mixed feedback was received regarding receiving different types of
information about obstacles. For instance, a total of 10 participants
responded that they liked knowing the type of obstacles and how
far away they were.

"My favorite thing about the app is that I can activate
it through my sound rather than by pressing anywhere.
A useful feature of the app is that it informs various
information about obstacles on my path, such as type,
distance, and location. However, I would say I like the
scene identification feature more." (P7)

The proposal fromfive participants was to customize information
details according to location.

"I think information about obstacles is nice to have in
a navigation assistant. But sometimes, I feel there is
a lot of information. If there is a customizing option
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on what information I prefer in one location and what
information I want in another would be good." (P8)

Three participants conveyed that information needs to be clearer
and easier to process.

"When I get so much information simultaneously, it is
hard for me to understand and act accordingly simul-
taneously. Maybe I am a slow learner and need time to
understand and act." (P12)

Two participants mentioned they would like to have additional
information.

"The system can identify if there is a bench or people in
front of me, how far they are, whether they are moving
etc. All are fine. But if there is a bench in a park and
I would like to know if people are sitting there or just
standing near. If the system says no one is sitting on a
bench, I could sit there to rest." (P11)

Four participants commented on false obstacle detections. For
example, the app detected chairs as furniture, even though they
are both considered as different classes in the trained model of the
navigation assistant. They were also issues experienced in detecting
glass doors while navigating indoors. However, apart from this,
participants were happy about the obstacle-detection feature of the
navigation assistant.

5.3 Environment preferences
Participants were asked where they would potentially prefer to use
DeepNAVI (such as office indoors, public roads, and home-to-office).
A total of seven respondents indicated that they would use it at
home or in the office, while two others said they might use it in
potentially safer indoor locations such as museums and restaurants.
Three participants mentioned they might not try it in crowded
places or shopping streets.

"I like to use DeepNAVI if I am traveling alone and would
like to know things around me. But if it is a crowded
area, I might have second thoughts." (P3)

One participant commented that they preferred to use it both
indoors and outdoors because of its features and portability. While
three participants commented they were unsure about the use. Nine
out of thirteen participants expressed their opinion about using
DeepNAVI and white cane together.

"I am confident to use DeepNAVI anywhere as a com-
plement to my white cane." (P12)

5.4 Output modality
Though eleven participants expressed satisfaction with the audio
output modality, four participants, including the aforementioned,
mentioned they would also like additional signals, such as beep
tones and vibrations, to get information while navigating. Two
participants (P7, P8) conveyed they needed more voice prompts to
communicate with the system.

"I would prefer the varying intensity of beep tones when
an obstacle is approaching. Just getting audio informa-
tion about obstacles doesn’t help me." (P2)

"If there are vibrations on the system when an emer-
gency occurs, or a hazard (such as a fire) is detected from
a long distance, it would be nice to be in precaution."
(P4)

5.5 Safety, trust, and privacy
There were some concerning points regarding the safety, trust, and
privacy of smartphone-based navigation assistants. Three partici-
pants were highly concerned about trusting a smartphone assistant
alone.

"I am happy with what I have now (white cane), even
though it has limitations. I cannot trust technology
blindly." (P10)

Three participants explicitly used the word’ safety’ when they
described their experience.

"I am concerned about safety while navigating with an
app in a crowded public environment. It takes time to
trust the system and needs practice." (P3)

Two participants expressed concerns about the privacy handling
of the app, such as managing visual data when the app captures
the images, such as people’s faces, from a public environment.

"How is privacy maintained if the phone camera cap-
tures videos or photos and detects obstacle information
using them when I walk around? In one way, it’s good
for people like us to know things on our path to navigate
safely. But what about when people’s faces are being
captured unintentionally by us?" (P13)

5.6 Suggestions for additional features
Six participants expressed the need for a button or voice activator
in case of emergency to call friends and family. Participant P11
suggested having an emergency voice command feature and giv-
ing details about what was happening in sight. This is basically
describing all things in a visual scene. Three participants suggested
they would like to hear the names of the streets and shops while
walking around.

"It would be good if the app’s detection could work by
giving information about items while shopping, infor-
mation about nearest public transportation stops and
timings. Also, I prefer to have an approximate counter
to stairs before I start to climb; I can have an estimate
on that before climbing." (P5)

Participant P13 made a similar suggestion to have a step count
before starting. Two participants commented that the system should
detect more ground-level obstacles, such as pits or dogs sleeping
on paths, which are common in the streets where the tasks were
conducted.

5.7 DeepNAVI alone or DeepNAVI+White cane?
We asked participants what they prefer to be used when they navi-
gate alone, DeepNAVI alone, or DeepNAVI+White cane. Eight out
of thirteen participants indicated they would prefer a combination
of DeepNAVI and white cane.

“I like apps and stuffs. But when I walk in unfamiliar
places, I might need something I am so sure about. So I
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prefer both the white cane and app combination. Maybe
my preference could change tomorrow to using an app
alone. But now, no." (P3)
“I like the app. But I cannot think about walking alone
to an unfamiliar place with the app, especially in a
crowded place with heavy traffic and pits in the middle
of the road." (P11)

Only one participant was convinced to use DeepNAVI alone.
Two participants said they would use DeepNAVI alone if it had
additional features such as emergency contact and an option for
customizing information flow. Two participants commented they
would like to use a white cane and did not want to complicate their
lives with the navigation technology.

"I prefer to use the white cane itself; I am not a tech-
nology person and cannot get accustomed to it easily.
Moreover, it can create additional complications for me
to learn something new at this age." (P6)

6 DISCUSSION
The study found that most participants expressed a positive per-
ception of DeepNAVI on its portability and feature support, such
as obstacle detection. In previous research on needs-finding studies
[42, 44, 56], it can also be seen that people with visual impairments
expect navigation assistants to be portable. It has also been reported
that users prefer hands-free navigation assistants [41, 43, 62], which
aligns well with the findings herein. Moreover, in similar stud-
ies, participants expressed support for obstacle-detection features
[26, 29]. In most research studies so far, users have been ignored in
favor of incorporating the latest technological advancements into
their systems [16, 38]. But from the user experience testing results
reported, it can be found that most participants felt comfortable
learning and using the DeepNAVI.

Information from the navigation assistant helps the users be-
come aware of physical obstacles in the environment. Although
DeepNAVI gives many details about obstacles, this may require
some cognitive workload to process all the information provided.
Therefore, an information moderation filter could be a possible
approach for refining the navigation assistant. Some participants
expressed that additional information is needed in specific envi-
ronments, such as unfamiliar places or places of interest [8, 9, 19].
Hence, one future enhancement could be to provide customization
options to users on what information they need while navigating
an environment. This user-centric focus on the system design could
motivate users to control the information they wish to perceive
[44]. In addition, the participant’s preference for a stand-alone
smartphone app requiring no additional peripherals and network
connectivity could be advantageous in the cities where data traffic
is high and in rural areas where network coverage is low [36].

Regarding user preferences, most participants were skeptical
about using DeepNAVI alone outdoors than in familiar indoor
places such as offices or homes. Studies also reported that physical
environment characteristics could affect the successful navigation
of people with visual impairments [27]. Also, most participants
suggested having an emergency button or option to connect with
family or friends and information about nearby transportation
points [17]. This could be easily implemented in systems such as

DeepNAVI, but such a service needs data connectivity at least for
some time when the user prefers to use such an option. In sup-
port of studies done in [2, 31], it is visible that some participants
preferred a multimodal output from the navigation assistant. It is
quite understandable that users’ preferences vary, and this could be
solved through personalized settings. Some research also reported
that users prefer personalized interaction experiences in navigation
assistants [24, 39].

One common theme among the participants was the importance
of trust in the navigation assistant [12]. Some participants com-
mented that if they rely on a smartphone-based navigation assistant,
they need to trust that the information the assistants provide is
accurate and up-to-date. Many participants with little or no smart-
phone experience commented that they do not want to consider
an alternative to a white cane. Three participants expressed their
opinion about privacy on smartphone-based navigation assistants.
Several studies have indicated the challenges and needs of peo-
ple with visual impairments in understanding the privacy-related
information of various digital technologies [3, 6, 21]. However, it
is also worth focusing on the related issues in smartphone-based
navigation assistants for people with visual impairments.

A number of studies have found that adopting and using assistive
technology involves social dimensions [1, 18, 40]. Furthermore,
some assistive devices may draw unnecessary attention to the user’s
disability based on the social context in which they are used [54].
Previous research has also shown that social context impacts an
individual’s decision to use an assistive technology device [52, 53].
These findings show that navigation assistants should be designed
to be accepted in social settings [55].

This study provided further insight into the experiences and opin-
ions of real users regarding navigation assistants. Some participants
found navigation assistants helpful but also expressed concerns
about the accuracy and reliability of the information provided by
these assistants [22]. It is a fact that there is a trade-off between high
accuracy and low latency in lightweight deep-learning models [46].
Since DeepNAVI uses such models, the performance could be lesser
than larger and more computationally-intensive general-purpose
models. In alignment with that, previous research reports potential
drawbacks using a smartphone-based navigation assistant, such as
the limited capability to provide information with high accuracy
and reliability compared to systems with high processing power
[30, 39, 48]. On the other hand, the DeepNAVI could inform the
user about the presence of an obstacle without delay, even though
it may not be an accurate detection. This could help the user to
avoid obstacles without knowing their type.

It is also noticeable that most participants preferred a combi-
nation of DeepNAVI and white cane rather than using DeepNAVI
alone. It could be because participants are interested in knowing
what is happening in their surroundings and be cautious about
obstacles by knowing their type. At the same time, they want some-
thing they can trust (such as a white cane) and feel things by scan-
ning and getting satisfied with the sound they hear when it hits an
obstacle. By doing so, they can avoid obstacles and be sure of what
is ahead [60]. There were also some voices from the participants
that this perception might change to solely relying on a smartphone
for navigation in the future. However, the results also uncovered
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that some participants reported negative experiences with navi-
gation assistants. These individuals said smartphone-based assis-
tants as often challenging and expressed reluctance to trust and
rely on technology-based navigation solutions. According to them,
technology-based aids are unreliable and sometimes fail to interpret
instructions accurately and adequately. It has been reported that
such assistants are helpful to some, while others consider them a
hindrance [49]. Moreover, previous research [11] suggests that in-
stead of replacing human assistance, technology should help people
with visual impairments connect and interact more effectively in
person. Hence, incorporating varying perceptions of people about
technology-aided navigation is an exciting direction to explore.

7 CONCLUSION
The study finds that perceptions of navigation assistants among
people with visual impairments are mixed. While these tools are
widely considered valuable resources for independent navigation,
they also need improved reliability and accuracy to build trust and
confidence in their use. Most participants reported positive per-
ceptions about the navigation assistant, such as portability and
capability to provide obstacle details. However, a small percentage
are still unconvinced to depend on a technology-based navigation
assistant and are satisfied with what they are using now (such as
white canes). It is possible that perceptions of navigation assistants
have an impact on their use, with those with positive perceptions
more likely to use them frequently. The study also suggests that
participants prefer a customization option for choosing informa-
tion details and output modality based on location. Moreover, most
participants felt comfortable using a combination of the naviga-
tion assistant and the white cane. However, some participants also
indicated that in the future, this perception might change to rely-
ing solely on smartphones to navigate. We think more research is
needed to gain a deeper insight into the experiences of people with
visual impairments to improve such assistants further.
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