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Abstract

Gastrointestinal (GI) tract comprises organs from mouth to anus. Multiple
diseases can occur in the GI tract. Among the different diseases in the
digestive system, the most commonly found cancer in the gastrointestinal
tract are oesophagus cancer, stomach cancer and colorectal cancer (CRC).
Amongst them, CRC is the third most commonly caused cancer in terms
of incidence and the second most commonly leading cause of cancer-related
death worldwide. Norway specifically has the highest occurrence of colon
cancer worldwide. Prior detection is a crucial factor to improve chances
of survival, prognosis and timely treatment. Recently, there has been
significant progress made in the field of medical image analysis through
the development of Computer-aided diagnosis systems. CADx systems
utilizing machine learning algorithms, specifically deep learning methods
have produced excellent object detection models for automatic detection
of abnormalities in medicine. In this respect, this thesis explores the
possibility of implementing recent state-of-the-art deep learning models for
automated polyp detection. The You Only Look Once (YOLO) family of
models have demonstrated good results for object detection tasks, especially
YOLOv4. Lately, YOLOv5, YOLO Representation (YOLOR) and Paddle-
Paddle YOLO (PP-YOLO) were released which have shown even an improved
performance over the earlier version YOLOv4. These real-time detection
models were used together with the Kvasir-SEG dataset and BKAI-IGH
NeoSmall-Polyp that contains several GI tract images with annotations to
detect CRC precursor lesions called polyps. The models were compared to
previous state-of-the-art models using metrics mAP, precision and recall. The
models showed improved performance for mAP value. Additionally, we also
achieved real-time processing speed with our models. However, the models
achieved satisfactory accuracy for detection which indicates that there is still
future scope for improvement. The experimental results presented in the
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study show that the presented method can be a strong benchmark for the
development of an automated polyp detection system in real-world clinical
applications.
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Chapter 1

Introduction

1.1 Motivation

The digestive system of humans could be affected with several types diseases.
In particular, the gastrointestinal (GI) tract, going from the mouth to the
anus may be infected by different types of cancer such as colorectal cancer
(CRC), stomach cancer and oesophagus cancer [140]. Among which CRC
is one of the leading causes of cancer-related deaths among both men and
women globally [102]. The Nordic countries have had an increasing trend in
the CRC being diagnosed since past 60 years [16] [78]. Additionally, Nor-
way has shown a tremendous rise in the CRC incidences in the last 50 years,
and the CRC incidences in Norway are recorded the highest globally [15] [85].

The beginning of CRC starts with the non cancerous growth of the tissues
along the wall of colon (large bowel) or rectum known as polyps. Most polyps
are not harmful but if not treated in time could result in cancer. Therefore,
early and timely detection of polyps in the GI tract is crucial in preventing
spread of the disease and further complications and giving increased options
for treatments. Several research studies also indicate that screening among
the population improves the prognosis and can also help in reducing the in-
cidences of CRC [62].

Colonoscopy is a golden standard for colon examination in early detec-
tion and removal of polyps. Colonoscopy is a clinical procedure that requires
the colonoscope to be inserted into the body through the anus for diagnosis
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which is unpleasant for the patients. However, colonoscopy requires signi-
ficant amount of time and effort by the specialized physicians. Moreover,
the results are highly dependent on the physician and nearly 25-28% of the
polyps could be missed in a single colonoscopy [60] [17]. Alternative to tradi-
tional colonoscopy, an examination can be performed through a camera pill
known as wireless capsule endoscopy. The pill needs to be swallowed by the
patient and it captures images and videos of the entire gastrointestinal tract
system. The recorded data is then analysed by the specialized physician in
diagnosing the ailments. However, the accuracy of the results completely
relies on the basis of skills, expertise and motivation of the medical person-
nel. Therefore, it is essential to develop an assisted diagnosis system for
detection and localization of diseases from the various colonoscopic examin-
ations which would be able to provide assistance to the medical professionals.

The recorded and stored dataset in the examinations by the hospitals
could be put to use and has great potential using various artificial intelligence
techniques in assisting the diagnosis of GI tract diseases through detection
and localization of polyps. This would in turn provide assistance to
the medical practitioners, support in reducing manual work and building
comprehensive solution for improving the detection rates of polyps which
otherwise could easily be missed by less qualified medical personnel.

1.2 Problem Statement

With regards to the motivation provided in the previous section, this thesis
aims in exploring the potential outcomes of implementing the recently
launched object detection models which have proven to show a good detec-
tion accuracy. These models would be utilized and configured for building
an assisted diagnosis system based on deep learning which would be able to
detect and localize the polyps in images from colonoscopic examinations. For
achieving this we will work with the available dataset containing images with
annotations from the real colonoscopy examinations namely Kvasir-SEG [74]
and BKAI-IGH NeoPolyp-Small [29].

The research questions to be addressed in this thesis are as following:
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1. Can artificial intelligence (AI) techniques such as deep learning in
object detection and localization develop a concrete medical diagnosis
solution which achieves maximum accuracy and correctness of the
outcome in terms of detecting an localizing polyps that has comparable
results when manually diagnosed?

A machine learning based computer vision algorithm requires many
samples for training the models. The dataset Kvasir-SEG [74] and BKAI-IGH
NeoPolyp-Small [29] contain images with annotations for bounding boxes
containing polyp object will be utilized for training and testing the models.

To answer the above research questions, we define the following objectives:

• Objective 1 Implement the training model for object detection and
localization in medical images from the gastrointestinal tract.

• Objective 2 Validate and evaluate the performance and results of
the trained model on GI tract images on unseen medical images and
compare it with the ground truth values.

• Objective 3 Compare the object detection evaluation results of the
trained models with the earlier state-of-the-art benchmark models.

• Objective 4 The detection model should be expandable for solving
other tasks such as polyp segmentation and classification.

1.3 Limitations and Scope

Although there are various tasks in computer vision field such as image
classification, segmentation, object detection and localization, the thesis work
is confined to object detection and localization tasks. The scope of this
thesis is to gain insights and explore the potential of the CNN-based deep
learning architecture and implement recently launched versions in the YOLO
family of models namely YOLOv5 [75], YOLOR [130] and PP-YOLO [84] for
polyp detection and localization. The models would be implemented with
fine tuning to evaluate and compare the performance results with existing
state-of-the-art models. The dataset used for running different experiments is
Kvasir-SEG [74] and BKAI-IGH NeoPolyp-Small [29]. Also, the scope of this
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thesis work is only to detect whether the polyp is present in the given image
or not and does not specifically identify or classify the type of the polyp which
is being detected. The model training and experiments are performed on the
hardware of NVIDIA Tesla K80 GPU (Graphics processing Unit) which is
appropriate for training model with smaller datasets as the hardware is not
powerful for running experiments for large scale data.

1.4 Research Methods

AI and computer vision is a field of scientific research. Research method
used in this work is the design paradigm which has been presented by
the Association for Computing Machinery (ACM) Task Force in the report
named Computing as a Discipline [45]. The four steps involved for
addressing a given problem in the design paradigm are as follows: define
the requirements; define the specifications; designing and implementation
of the system; testing of the implemented system [45]. The objective is
to develop and implement the model from the dataset available and to
deduce statistical findings from the data. Therefore, the design paradigm
would be essentially put to use in constructing object detection models. The
methodology approach used in performing the various experiments for object
detection and localization includes: Data preparation and pre-processing,
Model initialization, Training the model, Testing the model and Model
evaluation. The experiments would be performed iteratively in order to
obtain improved results for detection accuracy.

1.5 Main Contributions

In this thesis work, we have shown that the newer versions of detection mod-
els in the YOLO family of models based on deep learning could be utilized
effectively and easily for performing polyp detection and localization task.
Also,it proves that the AI techniques involving deep learning in the field
of computer vision tasks could be used extensively and has a potential in
the medical research areas. The initial results obtained with basic dataset
and model configuration setup depicts that there are huge prospects for fur-
ther exploring the research in the medical imaging domain particularly for
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disease detection in gastrointestinal tract. The method YOLOv5 and PP-
YOLO achieved fairly good detection accuracy with precision of 0.781 and
0.885 respectively for unseen test dataset. However, the detection accuracy
for YOLOR, PP-YOLO model was not satisfactory having precision value
of 0.442 despite having good training and evaluation results. The speed of
detection for all the three models was adequate with YOLOv5 [75] having
FPS=106.38, YOLOR [130] having FPS=76.62 and PP-YOLO [84] having
FPS=45.04. The YOLOv5 model achieved striking FPS value of 121.96. The
mean average precision values for the models also showed good results having
0.721, 0.628 and 0.888 for YOLOv5, YOLOR and PP-YOLO models. The
main contributions in this thesis comprises of researching and configuring
a system through actual implementation of existing models for our polyp
application scenario which is capable of detecting and localizing the polyp
images in the GI medical images with fairly good accuracy and detection
speed. This further training, evaluation and then testing of the model on
larger dataset containing both images and videos is highly recommended to
for generalization of model. Additionally, the implemented system could also
be easily extended to building an automatic diagnosis system with dataset
containing multi-class objects of various types of polyps which could perform
the medical tasks of detection, localization as well as classification of polyps
in GI tract.

The main contributions with regards to the following research question
and objectives are as follows

Research question 1. Can artificial intelligence (AI) techniques such as
deep learning in object detection and localization develop a concrete medical
diagnosis solution which achieves maximum accuracy and correctness of the
outcome in terms of detecting an localizing polyps that has comparable results
when manually diagnosed?

We implemented the recently released improved versions in existing ob-
ject detection models YOLOv5 [75], YOLOR [130], PP-YOLO [84] using the
polyp segmentation Kvasir-SEG [74] and BKAI-IGH NeoSmall-Polyp dataset
[29] for evaluating the model performance and detection results. We found
that the models showed decent detection accuracy along with good speed of
detection for real time.
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The thesis work done with regards to the objectives are as follows:
Objective 1: Implement the training model for object detection and localiza-
tion in medical images from the gastrointestinal tract.
The implementation with various configuration settings was done for the
three object models with the help of polyp images.

Objective 2: Validate and evaluate the performance and results of the
trained model on GI tract images on unseen medical images and compare it
with the ground truth values.

The models were tested on the unseen test dataset MediaEval-Medico-
Polyp [70] and the performance results of the models were obtained.

Objective 3: Compare the object detection evaluation results of the trained
models with the earlier state-of-the-art benchmark models.
The three models were compared with the earlier benchmark models in the
family of YOLO [110] from versins 1 to 4 and ColonSegNet [73] and results
were compared and the models showed improved results in FPS.

Objective 4 The detection model should be expandable for solving other
tasks such as polyp segmentation and classification.

The models can be easily configured for more datasets having different
types of polyps and this can be extended to the automation of entire system
of polyp detection, localization and classification.

1.6 Ethical considerations

The research work performed in this thesis would be made publicly available
for use. The implementation done for the custom dataset is properly
referenced from the inspired model. The existing models are utilized to check
and evaluate the output for predictions on unseen dataset. The research work
in this thesis reports transparency where the findings from this work could
be reproduced from the described methods to generate the same results.
The medical dataset is difficult to collect and not always available publicly,
therefore the research work is carried out with the limited medical dataset
available and has scope for improving the prediction accuracy when more
and varied datasets become available. To avoid the data bias towards the
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colonoscopic images containing only polyps, we have added input data from
the colonoscopic examinations that are normal images and do not contain
polyps. This is to ensure that the model learns more image features in
accordance with the examinations. Another important ethical aspect in
medical domain is the privacy and confidentiality of the data which in this
work is taken care by manintaining the anonymity of the data from the
colonoscopic examinations.

1.7 Thesis outline

The structure for the rest of the thesis is enlisted as follows:

• Chapter 2 - Background: The background chapter describes the med-
ical condition of the gastrointestinal tract in section 2.1, Gastrointest-
inal Tract in human beings in section 2.2 followed by polyps/lesions
in Gastrointestinal Tract described in section 2.3. The section 2.4 ex-
plains the CRC its various stages. Further, different screening methods
are described in section 2.5. It discusses the need of AI in GI endoscopy
field in section 2.6. Next, it lists the various Artificial Intelligence (AI)
techniques focusing on object detection models in section 2.7 and sec-
tion 2.8. In the end it presents the relevant research work with regards
to polyp detection and localization task in section 2.9 and ends with a
brief summary in section 2.10.

• Chapter 3 - Methodology: This chapter defines the methodology for
configuration of the existing models for our custom dataset. It describes
the dataset to be used for performing the experiments in section 3.1.
Further, introduces the models YOLOv5 [75], YOLOR [130], PP-
YOLO [84] briefly in section 3.2. Further the steps required for setting
up the environment and configurations for conducting experiments for
training all three models are explained. It includes the prerequisites,
preparation of the dataset in the model acceptable format, training and
validating the model,and performing detection on new image data. It
further proceeds with dataset splitting, data augmentation and model
training steps followed by different performance metrics to be used.
Lastly it presents the summary of the Chapter 3 in section 3.10.
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• Chapter 4 - Results: This chapter begins with the presentation of
the overall results for all three models along with their corresponding
observations. It also highlights the comparison of the results obtained
with the earlier models considered as a basis for this thesis.

• Chapter 5 Discussion: This chapter starts with a general discussion
and whether the research goals are achieved in section 5.1 and section
5.2. Further, it underlines the challenges and lessons learnt when using
deep neural networks for model training in section 5.3 and section 5.4.

• Chapter 6 - Conclusions: The thesis is concluded with short summary
in section 6.1, main contributions in section 6.2 and lastly some ideas
to continue the work for future scope in section 6.3.
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Chapter 2

Background

In this chapter, we present the medical and technical background needed to
understand our work and recognize its importance. First, we present some
background on the GI tract and discuss some of the most common lesions
that appear in this anatomical system. Then, we give an introduction to
the machine learning techniques that are used and will be further mentioned
throughout the thesis. We further discuss some of the related work around
automatic disease detection and localization and finally we address the
benefits and shortcomings of related work.

2.1 The CRC medical condition

As discussed in the introduction chapter 1, CRC is the third most common
type of cancer in both sexes after breast and lung cancer [69]. The mortality
rate is second highest in CRC worldwide [102]. Identifying and detecting any
deviations in the digestive system is a difficult process and requires medical
expertise. In order to understand the need for developing diagnosis system,
we would look through the anatomical aspects of the human digestive system.

2.2 Gastrointestinal Tract

The GI tract consists of all the digestive organs namely mouth, oesophagus,
stomach, small and large intestine. The food intake happens through the
mouth and the food is digested in order to absorb the required nutrients and
energy and the waste is thrown out of the body in the form of faeces. The
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Figure 2.1: Anatomy of Digestive System. Image taken from [1].

anatomy of the GI tract is divided into upper and lower tracts. The upper
GI tract is made up of mouth, oesophagus and stomach. The lower GI tract
consists of small and large intestine, colon and the rectum [135]. The figure
2.1 [1] shows the overview of the human digestive system. The table 2.1 [13]
describes the functions of the different organs in the digestive system briefly.

2.3 Polyps/Lesions in Gastrointestinal tract

Polyps are the lesions which get formed on the innermost lining known as
mucosa of the colon as shown in the figure 2.2. These lesions are abnormal
changes in the tissues in the colon. Most of the polyps in the colon are not
harmful, but few can turn into cancer over the course of time. Therefore, the
colon polyps need to be detected and removed earlier to prevent any fatal
damage [52].

Colon polyps are categorized into two main groups: neoplastic and non-
neoplastic. The non-neoplastic polyps include the hamartomatous polyps,
inflammatory polyps and hyperplastic polyps. These non-neoplastic polyps
typically do not convert into cancer. Neoplastic polyps consist of the ad-
enomas and serrated polyps [43]. The commonly occurring polyp is adeno-
matous, and for people who have developed polyps, the chances of it being
adenomatous is about in 70% of the cases [101]. Generally, the larger the
size of the polyp the more the chances of developing cancer especially with
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Digestive
Tract Organs

Description

Mouth
This is the first place where the food is moved through
the GI tract. The food is chewed and swallowed which
passes the food into oesophagus

Oesophagus

Once the food enters oesophagus, the process of
peristalsis begins where the muscle called sphincter
allows the food to pass into the stomach and prevents
flowing back from stomach to oesophagus.

Stomach

The stomach does the mixing of the food with the
digestive juices and after one or two hours a thick
semi-liquid called chyme is formed. The stomach then
empties the chyme produced into the small intestine
where further digestion of the food takes place.

Small Intestine

The small intestine mixes the chyme with digestive
juices from pancreas, liver and intestine. The absorption
of water and nutrients into the bloodstream takes place
and the remaining is passed into the large intestine.

Large Intestine

The undigested food, fluid and older cells from GI tract
lining form the waste products. The water is absorbed
from it and the waste is changed from liquid into stool by
the large intestine. The stool is moved into the rectum
with the help of peristalsis movement.

Rectum
This is the lower end of the large intestine which stores
the stool and pushes it out from the body through the
anus when there is a bowel movement

Table 2.1: Functions of different organs in Digestive Tract. Table is taken
from [13].

Figure 2.2: Image illustrating Layers of Gastrointestinal Tract. Mucosa is
the innermost layer in the colon. Image is taken from [5].
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Figure 2.3: Examples of flat and sessile polyps [71]

Figure 2.4: Progression from polyps to cancer. Image is taken from [9].

the neoplastic polyps [43].

As shown in the figure 2.4, the polyps if remained in the body for longer
periods of time have the potential to turn into cancer [43]. In this thesis, we
would implement the system which would assist in identifying all the types
of polyps in colon and thereby providing aid to the medical experts.
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2.4 Colorectal Cancer (CRC)

CRC is a cancer that originates in the large intestine known as colon or
rectum. Initially, it starts with small bunch of non-cancerous tissues known
as polyps formed on the inside of the colon. In due course of time, some of
the polyps can get bigger in size, undergo cellular transformation and develop
into colon cancer. The different screening can help to detect the polyps in
time and prevent it from spreading further [4].

CRC staging has similar tumor node metastasis (TNM) classification
system that is also used for other types of cancer. There are five stages
of CRC from stage 0 to stage 4 [77]. Dukes classification system could also
be used for CRC. The table 2.2 provides the details of the various stages of
cancer with respect to CRC [14].

CRC is the second most leading cause of cancer mortality globally [38].
CRC is the third most commonly occurring cancer every year in the United
States and second most leading cause of deaths in the United States [119].
Norway has got a very high prevalence of colon and rectal cancer. There
are nearly 3500 cases of colon or rectal cancer each year in Norway [97]. A
researcher and head of the registry division in Norway, Bjørn Møller said the
following, “In Norway, we have had an unfavourable development - colorectal
cancer has increased more than in many other countries. While fewer are
affected by this cancer in Norway than a few decades ago, we are now at the
top in Europe [97]”.

Adults with age 55 or more are at an increased risk of getting CRC [36].
The broadly classified stages of cancer are localized, regional and distant.
Localized stage is where the cancer is local to the organ such as colon or
rectum. The regional stage for the cancer is when the cancer has spread to
the nearby tissues, organs or lymph nodes in the surrounding region. The
cancer stage is termed as distant also known as metastasis if the cancer has
spread to the distant tissues or organs in the body [98].

According to the data collected by the National Cancer Institute
Surveillance, Epidemiology, and End Results (SEER) program in the United
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Colorectal
Cancer
Stage

Description of the Stages

Stage 0

This is the earliest stage possible and is also called
carcinoma in situ. “Carcinoma” refers to cancer that
starts in epithelial tissue and “in situ” means original
position or place. At stage 0, the cancer is only on
the inner side of the colon and has not moved to other
place. This stage is also referred as “Carcinoma in
situ”. The word “carcinoma” means the cancer originates
in epithelial tissue and word “in situ” means original
location.

Stage 1
At stage 1, CRC has moved from the innermost layer to
the middle layers of the colon. This stage is corresponds
to Dukes A colorectal cancer.

Stage 2

At stage 2, CRC has moved and extended beyond
the middle layers of colon. Sometimes, at this stage
cancer has travelled to the nearby organs. This stage
corresponds to Dukes B colorectal cancer.

Stage 3
At stage 3, CRC has spread and found in the lymph
nodes. This stage corresponds to Dukes C colorectal
cancer.

Stage 4

At stage 4, CRC is found in nearby lymph nodes and
has spread to the other parts of the body commonly in
liver and lungs. It is the most advanced stage of cancer.
This stage corresponds to Dukes D colorectal cancer.

Table 2.2: Different Stages in Colorectal Cancer [77, 14, 37].

States for year 2012-2018, the 5 year survival rate for people diagnosed with
colorectal cancer overall is 65.1% [98] which indicates that 65% of the people
live for at least 5 years after the cancer has been diagnosed. The survival
rates vary based on multiple stages in which the cancer is diagnosed as shown
in table 2.3.

2.5 Screening Methods

GI tract could be vulnerable to several diseases, infections, inflammations or
cancers. The prognosis of GI tract diseases could be improved with early
screening and appropriate treatment to reduce the mortality rates due to
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Cancer
Stage

Percentage
Diagnosed

Five Year
Survival
Rate

Localized 37% 90.9%
Regional 36% 72.8%
Distant 22% 15.1%
Unstaged 5% 40.5%
Overall 100% 65.1%

Table 2.3: CRC stat facts for year 2012-2018 from National Cancer
Institute Surveillance, Epidemiology and End Results (SEER) Program.

Table is taken from [98].

problems in GI tract [40]. Different screening methods are explained and the
difficulties associated with them are discussed.

According to the Statistics adapted from the American Cancer Society’s
(ACS) publication named Cancer Facts & Figures 2020 [22], death rate in
2017 was 54% less when compared to what it was in 1970 due to CRC. This
is mainly because of the improved treatments and rise in the screening meth-
ods in order to find any abnormal changes in the colon and treat it at earlier
stages before turning into cancer [44].

For preventing diseases of GI tract and timely treatment of any possible
medical condition, the American Cancer Society 2018 guideline recommends
to undergo regular colorectal screenings for people above 45 years of age [23].
Another problem with the CRC is that the GI tract does not show any visible
symptoms of any medical conditions until it has moved to an advanced stage
where the condition becomes serious. Therefore it is necessary that GI tract
is screened timely to prevent any disease or development of polyps. Below
are the list of the various current state of art screening methods for GI tract
which would be described in detail as below.
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2.5.1 Traditional Endoscopy

Endoscopy as the name indicates is looking inside, is a medicinal procedure
to look through the inside of the body [?] [134]. According to Martin
Culjat et al. , endoscopy is a “small telescope device(s) to look inside
the body that applies generally to the optical devices (telescopes) used for
endoscopic procedures” [89]. This definition is perhaps more suitable in a
non-technical setting. Another definition described by Kay Ball is as follows,
“The inspection of body organs or cavities by means of an endoscope, which
is a device consisting of a tube and optical system [26]”. This description
explains what endoscopy means and is more relevant in medicinal field.The
table 2.4 describes some of the significant milestones achieved in the history
of evolution of endoscopy adapted from [18].

Year
Important Persons or
entity

Contribution

1806 Phillip Bozzini
The “Lichleiter”, candle illuminated in a
container reflecting light by an angled mirror.

1853 Antonin Desmoreaux
First used the term “endoscopy”, used ker-
osene lamp with paraffin flame and 45 degree
angled mirror.

1879 Max Nitze
Created cystoscope with water cooled plat-
inum filament lamp and series of lenses in a
metal tube

1879 Thomas Edison Invention of incandescent light bulb

1883 David Newman
Replaced platinum wires with incandescent
light bulb on endoscope

1910 Hans Christian Jacobaeus First published laproscopy in a patient
1948 Harold Hopkins Developed zoom lens

1956
Basil Hirschowitz and Larry
Curtis

Replaced Hopkin’s glass fibers with better
flexible optical fiber material and glass coat-
ing

1959 Harold Hopkins Developed rod-lens system

1966
Harold Hopkins and Karl
Storz

Designed new rigid endoscope with self-
focusing lens

1971
Hiromi Shinya and William
Wolff

First polypectomy during colonoscopy

1985 Erich Muhe First laproscopic cholecsytectomy
1993 Becker et al. First report of 3D endoscopic system

2000 FDA
First systems for general robotic surgery
approved for use in humans

Table 2.4: History of evolution of endoscopy. Table is taken from [18]
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Figure 2.5: Flexible Endoscope showing different parts. Image is taken
from [10]

An instrument known as endoscope is used to examine the inner side of
a cavity of the body. The endoscope has a flexible tube with a light and
a camera attached to it through which the doctors can see the pictures of
the organs being examined on the color TV monitor [131]. The figure 2.5
shows the different parts of the flexible endoscopes.An endoscopy can be used
to diagnose unusual health symptoms [100]. There are mainly two types of
endoscopy of the gastrointestinal tract : upper endoscopy and colonoscopy.
Upper endoscopy is the procedure where the endoscope is inserted through
the mouth to view esophagus, stomach, and small intestines. Colonoscopy is
the procedure where the endoscope is inserted through the rectum to see the
lining of the large intestine, colon and rectum [68].

2.5.2 Upper Endoscopy

An upper endoscopy procedure is to investigate the upper digestive system
visually through a tiny camera which is attached on the end of a long and
flexible tube. A specialist person also known as gastroenterologist performs
the examination to diagnose or treat medical conditions affecting esophagus,
stomach and duodenum (beginning of the small intestine). The upper
endoscopy in medical terms is known as esophagogastroduodenoscopy. The
upper endoscopy could be performed in doctor’s office, an outpatient surgery
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Figure 2.6: Upper and Lower Endoscopy. Image is taken from [6]

center or in a hospital. During an upper endoscopy procedure, monitors are
attached to the body to monitor the breathing, blood pressure and heart rate.
The patient may receive sedatives or may receive a spray of an anesthetic in
the mouth. Then the endoscope is inserted in the mouth and doctor asks to
swallow as the scope passes through the throat. While the endoscope passes
through the esophagus, a tiny camera sends the images to the video monitor
in the examination room. Sometimes special surgical tools are passed to
collect tissue sample or to remove polyps [42].

2.5.3 Colonoscopy

Colonoscopy procedure is used to examine the lower gastrointestinal (GI)
tract. Colonoscopy is used to detect any changes or medical abnormalities
in the large intestine (colon) and rectum. For colonoscopy, a sedation or an
anti-anxiety medicine is given. A long flexible tube (known as colonoscope)
is inserted into rectum. A tiny camera displays the images of the colon on the
video screen. Colonoscopy is used to detect intestinal signs and symptoms
in case of medical problems. It is also used for screening of colon cancer
and to detect any polyps. Other treatments including taking tissue samples
(biopsies) and polyp removal may also be performed [91] [114].
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2.5.4 Flexible Sigmoidscopy

Sigmoidscopy is an examination to investigate the lower part of the large
intestine (colon). During the procedure a thin flexible tube known as
sigmoidscope is inserted into the rectum. In this procedure, the sedation
is generally not required. A small camera attached to the tip of the
tube allows the doctor to examine the inside of the rectum, the sigmoid
colon and descending colon which is the last 2 feet (around 50 cm) of the
large intestine. The entire colon cannot be viewed through the flexible
sigmoidscopy. Therefore, this exam cannot alone detect cancer or any polyps
that could have developed in the colon [41].

2.5.5 Virtual Colonoscopy

Virtual colonoscopy is an examination that is minimally invasive in order to
screen for cancer of the large intestine also known as colon cancer. In tra-
ditional colonoscopy, a scope is inserted into the rectum and moved through
the colon to analyse the colon. However, in virtual colonoscopy, a CT scan
is done to generate multiple cross sectional images of abdominal changes.
These images are then combined and digitally manipulated to give a detailed
view of the colon and the rectum. Virtual colonoscopy is only one of the
options for screening colon cancer [24].

As virtual colonoscopy does not need the use of a colonoscope, therefore
this type of examination is more preferable for some people. There is no
need to take sedation and hence the person can get back to his normal
routine activities or go home once the exam is completed. The absence
of sedation has lower risk for the people who could have harmful reactions to
the sedative medications given in the traditional colonoscopy. This procedure
is also less time consuming when compared to the conventional colonoscopy.
Virtual colonoscopy also has additional benefit of detecting any diseases or
abnormalities outside of the colon [136].

2.5.6 Wireless capsule endoscopy

This procedure involves a wireless camera which is tiny so that it could easily
fit into a vitamin sized capsule that can be swallowed. Once the capsule is
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swallowed, it travels through the digestive tract and thereby takes thousands
of images which are sent to the device connected to the wearable belt. One
advantage of the capsule endoscopy is that the small intestine can be ex-
amined which is on the other hand difficult using the standard colonoscopy.
The capsule swallowed is out of the body through excretion process within
24-48 hrs. Therefore, this type of endoscopy is relatively safe method for
diagnosis [99].

Figure 2.7: Wireless Video Capsule Endoscopy. Image is taken from [3]

2.6 Need of AI in the GI endoscopy

The GI endoscopy is golden standard for diagnosing and treatment of dis-
eases occurring in the GI tract. Around 2.8 million cancers in GI tract
including esophageal, stomach and colorectal are detected every year across
the globe. Several among these cases could be prevented with the help of
improved performance in the endoscopy and ensuring high quality systematic
screening [32]. These type of cancers pose a significant health challenge to
the society due to higher mortality rate of 65% [12] and CRC specifically is
the second most cause of deaths due to cancer globally [39].

The quality of endoscopes has improved in the last 10 to 15 years. How-
ever, the correct results from an endoscopic examination relies highly on
the endoscopist operator skill set, level of expertise, work attitude, know-
ledge and temperament [61]. The other reasons contributing to the missed
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colorectal polyps during examination include: insufficient preparation of the
colon, peristaltic movement, anatomical structure of the colon, use of old in-
struments and monitors,stress,human errors by physician [96]. The average
polyp miss rate of 20% occurs in the colon [50].

Due to health risks of CRC, colon polyp detection using AI has great
potential in the medical research field. Moreover, a missed colorectal polyp
could potentially result in CRC development [43]. Use of AI techniques can
significantly contribute to the detection and diagnosis of polyps.

2.7 Artificial Intelligence Techniques

AI has brought technological revolution in all the fields. A major and key
area for the applications of AI techniques is largely in the fields of medicine.
AI has been researched and studied especially in the field of gastroenterology
with its diverse applications such as assistance in risk detection, diagnosis
and pathological identification. It is a hot topic of interest in the endoscopy
and has immense potential to transform the gastroenterological practices. AI
has revolutionalized all the aspects of modern endoscopy ranging from the
cancer screening to the automated report generation [19].

AI in simpler terms is referred to as intelligence that is displayed by
machines, as against the intelligence which is naturally shown by animals
including human beings [132]. The figure 2.8 shows hierarchy structure of
the AI domains. Machine Learning (ML) is a sub-field of AI where the
training algorithms learn from the different patterns in the dataset instead
of programming [103] [57]. Representation Learning (RL) is a sub-field of
ML where learning for the training algorithms happens on the best features
which is utilized for classification of data [103] [57]. Deep Learning (DL)
is a type of RL where the combination of features are learnt that represent
different hierarchical structures in the data that output image classification
results [103] [57].
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Figure 2.8: Hierarchy of artificial intelligence Domains

2.7.1 Deep learning approaches

Deep learning algorithms are subset class of the machine learning algorithms.
The definition of Deep Learning in article [51] is described as : Deep learning
contains multiple layers for extracting the higher- level and key features from
the input training data. For instance, in case of image processing, the lower
layers could identify edges and the higher layers could determine the human
related concepts namely digits, letters or faces [51] [133]. The figure 2.9
shows the architecture of a deep learning network containing several layers
for feature extraction and classification to learn and extract features from
the input dataset.

Figure 2.9: Deep Learning Architecture. Image is taken from [2]

2.7.2 Convolutional Neural Network

Convolutional neural network (CNN) is a neural network class that specializes
in visual image analysis such as image recognition and classification. When
we look at an image, human brain is processing a large amount of information.

22



The entire visual field is covered as each neuron works in its receptive field
and connected to other neurons. Similar to human brain, each neuron in
CNN only processes data in its receptive field. The layers are organized such
that they detect simple patterns such as lines, curves, etc first and later
complex patterns such as faces, objects, etc [94].

Figure 2.10: Typical Architecture of Convolutional Neural Network. Image
is taken from [46]

A CNN is made up of (1) convolutional and pooling layers (2) fully
connected layers. The convolutional and pooling layers are main components
for extracting different features, and fully connected layers to perform
classification. Multiple feature maps are created in the process of applying
various filters to the input image for extract key features. This pre-processing
step of filtering is known as convolution. For making a CNN model successful,
the feature maps are compressed by pooling pixels to smaller sizes in order to
capture a larger section of the image. The convolutional and pooling layers
are iterated multiple times. The fully connected layers generate the final
outcomes by combining all the features [143].

2.7.3 Computer Vision

Computer vision CV is defined as an interdisciplinary field of study that
aims to help computers visualize, analyze and understand the contents of
the images and videos. This problem appears to be simple since people
can trivially solve this problem with ease. However, it still remains an
unsolved problem mainly due to complexity in visual perception dynamically
and highly changing physical world [7]. Computer Vision therefore is a
field of study focusing with the goal of helping the computers to see. It
can be broadly classified as a sub-field of artificial intelligence and machine
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Figure 2.11: Computer vision tasks. Image is taken from [49]

learning which uses specialized methods and use general learning algorithms.
The popular applications of the computer vision include trying to recognize
certain things in the images [7].

Object recognition involves tasks in identifying objects in the images.
Image classification aims at predicting the class of the object found in the
image. Object localization focuses on identifying the location of one or more
objects identified in the image and drawing a bounding box around their
extent. Object detection is a combination of these two tasks that localizes
and classifies one or more objects in the image. Below is a brief explanation
in terms of input and output of computer vision tasks [7].

• Image Classification: Predict the type or class of an object in an
image. Input is an image with a single object. Output is a class label
specifying the classification type of the image [7].

• Object Localization: Locate the presence of objects in an image and
indicate their location with a bounding box. Input is an image with one
or more objects. Output is one or more bounding boxes for specifying
the object location in the image [7].

• Object Detection: Locate the presence of objects with a bounding
box and types or classes of the located objects in an image. Input is
an image with one or more objects. Output is one or more bounding
boxes with a class label assigned for each bounding box to specify the
location and class of the detected objects [7].

• Object Segmentation: Highlight the specific pixels belonging to the
located objects in an image. Input is an image with objects. Output
is highlighting bounded boxes for objects in the image [7].
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The main focus in this thesis is on the task of object detection and
localization of polyps in a given image from the endoscopic examinations.
With regards to this, the next section describes different available state-of-
the-art models for object detection and localization tasks.

2.8 Object Detection Models

As discussed earlier, object detection deals with identification and labelling
of the objects in an image, videos and even real time footage. The object
detection models need to be trained with huge amount of annotated visual
data which in turn helps to process the information in the new data. The
object detection has a key component which is a bounding box represented
by either a square or a rectangle which identifies the edges if the object de-
tected in the image or video. In addition, the bounding box is also tagged
with a label of the object viz. a cycle, a person, a dog for describing the tar-
get object. There can be overlap of bounding boxes for highlighting multiple
objects in a given image [123].

A object detector normally has two components: a backbone and a head.
A backbone is pre-trained on ImageNet and a head is used to predict the
classes and the bounding boxes of the found objects [123]. The backbone of
the detectors running on GPU platform could be VGG [118], ResNet [59],
ResNeXt [139],or DenseNet [65] while those running on CPU platform, the
backbone could be SqueezeNet [67], MobileNet [64] [115] [63] [126] or Shuffle-
Net [145] [86].The head has two types: one-stage object detector and two-
stage object detector. Common two-stage object detectors are R-CNN [56]
series,fast R-CNN [55], faster R-CNN [111], R-FCN [47].The common repres-
entative models for one stage detector are YOLO [106] [109] [110], SSD [83],
and RetinaNet [80].

There are mainly two approaches for object detection models namely:
deep learning and machine learning. The deep learning approaches are widely
regarded as the state-of-the-art approach as it is intuitive and requires less hu-
man intervention. Object detection with deep learning employs the concept
of convolutional neural networks CNN. These neural networks represent the
same complex neurology of the human brain. The neural network learn-
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Figure 2.12: Typical Structure of Object Detector. Image is taken from [30]

ing could be supervised, semi-supervised or unsupervised depending on the
amount of annotated training data. Deep neural networks provide the fast-
est and most accurate results for single and multiple object detection as they
have ability of automated learning with less manual engineering. The object
detection models are pre-trained with datasets like COCO (Common Ob-
jects in Context) that contain thousands of visuals that gives headstart to to
configure models using custom dataset [123].

Detection methods are useful to predict the class of the object in the
image and the localization methods produce the bounding boxes around the
detected object. The object detection algorithms can be classified into two
groups:Classification-based and Regression-based algorithms [93].

• Classification-based algorithms [93]: It consists of two stages. In the
first stage, it selects a bunch of Region of Interest (ROI) in the image
where it has high probability of locating the objects. In the second
stage, it applies a Convolution Neural Network in the selected regions
for detecting presence of an object. A problem with this algorithm is to
execute the detector for every ROI which makes the algorithm slow and
and costly. The R-CNN [56], Fast R-CNN [55] and Faster R-CNN [111]
models belong to this category.

• Regression-based algorithms [93]: In this method, no ROI is selected
in the image, but instead it predicts the classes and bounding boxes
for whole image at once making detection faster than classification
algorithms. YOLO [106] [110] detector also known as ("You Look Only
Once") belongs to the regression based algorithm and is very fast and
is also used in the real time object detection.
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The following sections describe some of the prominent object detection
models that fall into category of region based convolutional neural network
such as R-CNN [56], Fast R-CNN [55] and Faster R-CNN [111]. Further,
the modern object detection YOLO [106] [110] family of models would be
discussed.

2.8.1 R-CNN

The R-CNN model was described by Ross Girshich, et al. in paper [56] in
2014. The model approach based on convolutional neural network showed the
state-of-the-art results for object detection on the VOC-2012 dataset [54] and
200-class ILSVRC-2013 dataset [113]. Figure 2.13 explains the architectural
overview of the R-CNN model. The proposed R-CNN consists of the following
three modules [34]:

• Module 1: Region Proposal To generate and extract region
proposals which are independent of category. For instance, candidate
bounding boxes.

• Module 2: Feature Extractor To extract feature from each
candidate region by using a deep convolutional neural network.

• Module 3: Classifier To classify features into one of the known
classes.

Figure 2.13: R-CNN object detection system overview. Image is taken
from [56].

A computer vision algorithm called “selective search” proposes the
candidate regions or bounding boxes for detecting the interested objects
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Figure 2.14: Fast R-CNN model architecture. Image is taken from [55].

in the image. This model also enables the flexibility to utilize different
region proposal algorithm. Although the R-CNN [56] approach is simple
application of CNN for solving the object localization and detection it has
some disadvantages. The training using R-CNN [56] model is multi-stage
pipeline which is slow and expensive in space and time as it requires a
CNN-based feature extraction for every candidate region generated by region
proposal algorithm. Additionally, the object detection with R-CNN has less
speed [34].

2.8.2 Fast R-CNN

The problems with the speed of R-CNN was addressed by proposing the
model Fast R-CNN in 2015 research paper [55]. Researchers proposed a
single model rather than a pipeline for learning and extracting regions and
then later directly classifying. The figure 2.14 explains the architecture of
the model. It takes the input as an image, a set of region proposals that
passes through the deep CNN. For feature extraction, a pre-trained CNN is
used. The last layer in the network is a custom layer known as Region of
Interest Pooling Layer or ROI pooling to extract the features particular to
the given candidate region. The output from the CNN is analyzed by a fully
connected layer that divides the output into two parts, one via a softmax
layer for class predictions and another one with a linear output for bounding
box. The process iterates for several times for every region of interest in the
input image. The training of the model and making predictions is quite fast.
However, the model needs proposed set of candidate regions for each input
image [55] [34].
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Figure 2.15: Faster R-CNN model architecture. Image is taken from [112]

2.8.3 Faster R-CNN

An improvement to the architecture of the model for Fast R-CNN [55] in
terms of speed of the training and detection was proposed as Faster R-CNN
in 2016 research paper [112]. The aim of the architecture was to refine the
region proposals for training called as Region Proposal Network (RPN) that
are utilized in a single model design into Fast R-CNN [55] model. This in
turn helps in reduction of number of region proposals and to accelerate the
test-time of the model close to real-time with the performance of the existing
state-of-the-art models.

The model architecture is based on a single unified model and contains
two modules [112] [34]:

• Module 1: Region Proposal Network Consists of CNN to propose
the regions and the type of object to be considered in the region.

• Module 2: Fast R-CNN This consists of CNN to extract the features
from the proposed regions and to give the output for bounding box and
class labels.

The figure 2.15 shows the architecture of the Faster R-CNN model [112].
The RPN serves as an attention mechanism to the Fast R-CNN network
for providing the information on where to look or give attention. The RPN
takes the output from pre-trained deep CNN and then sends through a small
network over feature map with output of several region proposals and having
corresponding class prediction. The region proposals from the output of RPN
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are the bounding boxes which are anchor boxes or having pre-defined shapes
for enhancing and improving the proposal of regions. The predictions on the
class are binary for determining the presence or absence of the object also
called “objectness” of the proposed region [112] [34].

2.8.4 YOLO

YOLO [107] also known as ("You Look Only Once") is an object detection
model based on the Deep Learning based approach. The YOLO [107] de-
tector belongs to the regression based algorithm. The algorithm separates
the bounding boxes and associated class probabilities. Therefore, this net-
work can be optimized on the detection performance. The unified detection
technique used by YOLO[107] segregates various components of the object
detection into a single feed neural network [87].

The figure 2.16 shows the methodology for YOLO [107] model. The al-
gorithm of YOLO [107] model takes the input image and divides it into
several grids and for each grid it calculates the probability value for an ob-
ject to be present in that grid. In the next step, it combines and groups the
surrounding grids with high value probabilities into a single object. In similar
way, the model training is performed where the center of the detected object
is compared against the ground truth and the model weights are adjusted
accordingly [107] [87]. YOLO[107] achieved 63.4 mAP (mean average preci-
sion) and having an inference speed of 45 FPS (frames per second)that was
significantly higher than the other prevalent object detection state-of-the-art
methods at that time [107]. The original YOLO [107] (You Only Look Once)
was written in custom framework called Darknet [105] which is written in
low level languages. The YOLO family has evolved over time since initial
release in 2016 and produced the following versions of YOLO family for re-
altime object detectors in computer vision: YOLOv2 [108], YOLOv3 [110],
YOLOv4 [30], YOLOv5 [75] and PP-YOLO [84].

In the research paper [121], the authors through various comparisons for
different detection algorithms concluded that although Faster-RCNN [112]
and SSD [83] yield good accuracy but for achieving higher speed in detection
for real time, YOLO [107] is the best model. Also, in the study in paper [122],
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Figure 2.16: YOLO model methodology. Image is taken from [107]

the results suggest that Mask-RCNN [58] requires more time for detection
than YOLO [107]. Then the YOLOv2 [108] was introduced which is able
to detect nearly more than 9000 categories of different object. Again, in
YOLOv3 [110] was released with better features and having speed three
times faster than SSD [83]. YOLOv4 [31] is the next improved version on
YOLOv3 [110], that achieves 10% higher Average Precision and 12% better
FPS speed. Similarly, the newer version YOLOv5 [75] have showed improved
accuracy over YOLOv3 [110] and YOLOv4 [31] but the speed is similar
to YOLOv4 [31]. Another state-of-the-art machine learning algorithm for
object detection is YOLOR [130] which stands for You Only Learn One
Representation is different from YOLO versions 1 to 4. The research paper
proposed YOLOR as a “unified network to encode implicit knowledge and
explicit knowledge together ” and states that the results of YOLOR model
show advantage from using the implicit knowledge [130]. The table 2.5 shows
the comparison of several deep learning based object detection models in
terms of mean average precision (mAP) and frames per second (FPS).

In this thesis work, we would utilize YOLOv5 [75], YOLOR [130] and
PP-YOLO [84] object detection models for doing configurations for our
custom polyp dataset for our application scenario of polyp detection and
localization as these models are released recently and have demonstrated
good performance over the existing state-of-the-art models. Also, another
objective is to test the performance of these models specific to the polyp
detection and compare the results with the existing benchmark models. The
architectures for these models would be discussed in detail in chapter 3.
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Detection Model
Mean average precision
(mAP) in %

Frames per second
(FPS)

Test Dataset

Fast R-CNN [55] 70.0 0.5
Pascal-VOC
2007

Faster R-CNN VGG-
16 [111]

73.2 7
Pascal-VOC
2007

Faster R-CNN ResNet [111] 76.4 5
Pascal-VOC
2007

YOLO [107] 63.4 45
Pascal-VOC
2007

YOLOv2(288×288) [108] 69.0 91
Pascal-VOC
2007

YOLOv2(352×352) [108] 73.7 81
Pascal-VOC
2007

YOLOv2(416×416) [108] 76.8 67
Pascal-VOC
2007

YOLOv2(480×480) [108] 77.8 59
Pascal-VOC
2007

YOLOv2(544×544) [108] 78.6 40
Pascal-VOC
2007

YOLOv3(320×320) [110] 28.2 22 MS-COCO
YOLOv3(416×416) [110] 31.0 29 MS-COCO
YOLOv3(608×608) [110] 33.0 51 MS-COCO
YOLOv4(512×512) [31] 43 83 MS-COCO
YOLOv4(608×608) [31] 43.5 65 MS-COCO
YOLOv5s [75] 69.9 111 MS-COCO
YOLOR [130] 73.3 72 MS-COCO
PP-YOLO [84] 45.2 68.9 MS-COCO

Table 2.5: Comparison of various deep learning based object detection
frameworks.

2.9 Related work

A lot of research work has been done in the medical area of automated polyp
detection in the past. In the recent years, CNNs have gained a lot of popular-
ity [124], [116] and has been used extensively in the public challenges [28], [21].

The table 2.6 show that the research studies have achieved decent per-
formance for object detection and localization. The study [148] have shown
better results with color and texture features using the CNN based trainable
feature extractor. The researchers in the paper [144] have proposed offline
and online three dimensional framework using 3D CNN. The study[147] aims
at detection and classification of hyperplastic and adenomatous colorectal
polyps through transfer learning using deep convolutional network. In the
paper [95] have proposed a Y-Net deep learning method which surpassed the
earlier state-of-the-art methods with 7.3% F1-score and 13% recall improve-
ment. The paper[117] addresses the polyp detection in colonoscopy videos
by exploiting the bi-directional temporal dependencies in the sequential im-
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Research
Study Year

Localization
Type

Multiple
polyp

Real
time

Sensitivity Specificity Precision FPS

Zhu R. et
al. [148]

2015
Bounding
box (16x16
patches)

Yes No 0.7944 0.90 0.63 -

Yu et al. [144] 2017 Bounding box No No 0.71 - 0.881 -
Zhang R. et
al. [147]

2018
Bounding
Box

No No 0.7160 - 0.8860 6.5

Mohammed et
al. [95]

2018
Bounding
Box

No Yes 0.8440 - 0.8740 -

Qadir et al. [117] 2018
Bounding
Box

No Yes 0.8030 0.8650 - -

Liu et al. [82] 2019
Bounding
Box

No Yes 0.8030 - 0.7360 32

Zhang et
al. [146]

2019
Bounding
Box

No Yes 0.7637 - 0.9392 50

Lee et al. [79] 2020
Bounding
Box

No Yes 0.9670 - - 67.17

Table 2.6: Research studies in polyp detection and localization.

age frames in a video using CNN. The researchers in the paper [82] have
investigated the use of single shot detector (SSD) [83] framework to detect
polyps in the colonoscopy videos. In another study [146], a CNN based on
Single Shot MultiBox Detector (SSD) [83] architecture is developed achieving
polyp detection speed of 50 frames per second (FPS) with an improved mAP
of 90.4%. The research study [79] has utilized YOLOv2[108] for algorithm
design for automatic polyp detection and achieved a speed of 67.16 frames
per second.

The research works have been substantial in the medical field of polyp
detection and localization. However, there is a need to achieve good detection
speed in terms of frames per second for faster processing and to improve the
real time detection speed. The polyp localization in a colonoscopic image or
video frame should be as accurate as possible to particularly find the polyp
location with maximum precision value and to reduce the polyp miss rates
and false negatives cases. Therefore, there is a need for research in this area.

2.10 Summary

In this chapter, the relevant background and related work carried out in
the past were discussed. The human digestive system and particularly
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gastrointestinal tract was described briefly. In addition, we looked through
different types of endoscopy procedures and various types of screening meth-
ods including traditional endoscopy, colonoscopy, virtual sigmoidscopy and
video capsule endoscopy. The traditional endoscopy procedures are time
consuming and can sometimes also be uncomfortable for patient. However,
the video capsule endoscopy screening method is performed with a capsule
with tiny camera is swallowed by the patient and the images and videos are
captured, transmitted and stored at the receiver end for later analysis and
diagnosis. We further discussed the several AI techniques such as deep learn-
ing, convolutional neural network and computer vision. Further, the popular
object detection models were explained and the various past research works
in this area.

To conclude, the earlier research studies were carried for polyp detection
and localization using CNN and deep learning based networks using image
and video datasets. The earlier works have shown good potential in achieving
high accuracy and precision values. But most of the studies miss the
frames per second evaluations. This leads to an opportunity to develop an
automated polyp detection and localization model with higher precision and
detection speed for aiding the medical domain in real time.
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Chapter 3

Methodology

This chapter explains the methodology used to implement the models and
the configurations required for polyp detection and localization task. It
describes the dataset to be used for the configuration and experiments and
the architecture overview of different already existing object detection models
used, different parameter settings and configurations for experimental setup
for model training and testing and description on the performance metrics
used for evaluating the model performance.

3.1 Dataset

This section presents the dataset which would be utilized for the task of
polyp detection. The Kvasir-SEG [74] dataset obtained from the various
colonoscopic examinations and dataset BKAI-IGH NeoPolyp-Small [29]
would be used to develop object detection and localization model in this
thesis.

• Kvasir-SEG [74]: This dataset is a collection of gastrointestinal
polyp images and their corresponding segmentation masks that are
annotated and verified manually by gastroenterologists. The dataset
consists of 1000 polyp images along with their corresponding ground
truth. The images in the dataset have varied resolution from 332×487
to 1920×1072 pixels. The images and their segmentation masks are
available in two different folders having same filename. The images are
encoded with JPEG compression. The JSON file contains the details
for the bounding box (coordinate points) in the corresponding images.
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Figure 3.1: Colonoscopic polyp, corresponding bounding boxes and
segmentation masks from Kvasir-SEG [74]

The figure 3.1 shows the images from the colonoscopic examinations
taken from the dataset Kvasir-SEG [74] along with their corresponding
from bounding boxes in red colour and segmentation masks.

• BKAI-IGH NeoPolyp-Small [29]: This dataset is publicly available
and has 1200 images. This dataset contains 1200 images with 1000
images in training set and 200 images in test set. The polyps are
classified into neo-plastic and non-neoplastic denoted with red and
green colour respectively. The dataset can be utilized for polyp
segmentation and polyp detection and localization with identification
of polyp neoplasm characteristics. The figure 3.2 shows the images
from the colonoscopic examinations taken from the dataset BKAI-IGH
NeoPolyp-Small [29] with neoplasm characteristics with their bounding
boxes in red colour and segmentation masks.

3.2 Model selection

The benchmark models for the task of object detection were discussed earlier
in the Section 2.8. The recent research studies published the newer and
improved versions of YOLO [107] architecture model called YOLOv5 [75],
YOLOR [130] and PP-YOLO [84]. These models showcased improved
performance when implemented against COCO dataset [81]. As seen in
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Figure 3.2: Colonoscopic polyp, corresponding bounding boxes and
segmentation masks from BKAI-IGH NeoPolyp-Small [29]

Figure 3.3: Comparison of YOLOR [130] on MS COCO dataset with
various models. Image is taken from [76]

the figure 3.3, the YOLOR [130] model demonstrates 3.8% higher average
precision value than PP-YOLOv2 [66] and 88% higher FPS speed than
Scaled-YOLOv4 [128]. Similarly, the figure 3.4 shows that PP-YOLO [84]
executes faster than the YOLOv4[31] and the mAP is improved from 43.5%
to 45.2%. The YOLOv5 [75] as seen in the figure 3.5 outperforms other
models except that Faster R-CNN [111] has 0.1 mAP higher value at 4000
steps for MS-COCO [81] dataset.

With all the enhanced results for object detection and localization, by
adopting these newer versions of YOLO [107] family of models, there is a
potential scope of improvement for obtaining good performance with regards
to speed and accuracy and achieving real time performance simultaneously.
Therefore, these novel methods YOLOv5 [75], YOLOR [130] and PP-
YOLO [84] were selected for our polyp detection and localization task for
thesis work.
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Figure 3.4: Comparison of PP-YOLO on MS COCO dataset with various
models. Image is taken from [84]

Figure 3.5: Comparison YOLOv5 [75] model with other object detection
models. Image is taken from [20]

Figure 3.6: Methodology overview of polyp detection and localization task

The figure 3.6 shows the methodology overview of configuration for our
polyp dataset for different models YOLOv5, YOLOR and PP-YOLO. The
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images from the polyp dataset Kvasir-SEG [74] and BKAI-IGH NeoPolyp-
Small [29] would be pre-processed, data augmented and prepared required for
the model. Then the training of the models would be carried out followed by
evaluation of the model performance and performing polyp detection and loc-
alization on unseen test datasets. To perform the experiments for this thesis,
the existing models YOLOv5 [75], YOLOR [130] and PP-YOLO [84] models
were chosen for configuration for custom datasets from endoscopy examina-
tions. The experiments are performed for the three object detection models
using the dataset from the colonoscopic examinations in order to evaluate
and compare their performance for different parameters and settings. The
neural network architecture YOLOV5 [75], YOLOR [130] and PP-YOLO [84]
have reported higher accuracy values with regards to the COCO dataset [81]
therefore these existing models were selected for doing configurations in order
to run the experiments on the Kvasir-SEG [74] dataset.

The process of creating a custom model involves continuous cycle of
collecting and organizing input image data, labelling the object which is
of interest, training of the model, deploying the model for making the
predictions and then using the deployed model to again repeat the same
process in order to improve the performance. The following sections describe
in detail all the steps required for configuration of the existing all the three
models using custom dataset which in this case is Kvasir-SEG [74]. In
addition, another independent dataset BKAI-IGH NeoPolyp-Small [29] is
used to further retrain the model so that the models learn more polyp object
related features and are able to make predictions with better performance.

3.3 YOLOv5

The YOLO [107] model which stands for You Look Only Once as discussed
in the section is one of the best object detection family of models with state-
of-the-art performances. The company Ultranytics released next version
in YOLO [107] family that is YOLOv5 [75] in the year 2020 immediately
few days after the release of YOLOv4 [31]. There is a controversy
on YOLOv5 [75] because currently there is no peer-reviewed research
paper published by its author Glenn Jocher [88]. The implementation of
YOLOv5 [75] is a PyTorch extension of YOLOv3 [110] and is easy to use.
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Operational
viewpoint

YOLOv4 YOLOv5

Installation
Need to build ‘darknet.exe’
app from the darknet repos-
itory

Only run the require-
ments.txt file to start
running the model

Directory Struc-
ture

Requires two paths for dir-
ectories one for images and
other for annotations(txt or
XML format)

Uses .yml file format

Storage Size
Weights are stored in
‘.weights’ format

Weights are stored in ‘.pt’
format(PyTorch format)

Table 3.1: Comparison between YOLOv4 and YOLOv5 models from
operational viewpoint [88]

There are three main blocks in the architecture in the YOLOv5 [75] [88]
family of models namely Backbone, Neck and Head.

• YOLOv5 backbone [88]: CSPDarknet [129] is used as the backbone
to perform feature extraction from images which have cross-stage
partial networks.

• YOLOv5 neck [88]: PANet [141] is used to generate a feature
pyramids network for aggregating on the features and it passes to Head
for prediction.

• YOLOv5 head [88]: It consists of the layers which generate
predictions from the anchor boxes.

For training, the activation functions used by YOLOv5 [75] are leaky
ReLU and sigmoid activation and optimization options used are SGD and
ADAM. YOLOv5 [75] uses Binary cross-entropy with logits loss [88]. There
are multiple options of pre-trained models for YOLOv5 [75] as seen in the
Figure. The different models vary in the size and inference time as shown in
the figure 3.7. For example, the model YOLOv5s [75] is lightweight model
which is 14MB but not that accurate when compared to YOLOv5x [75] model
which is most accurate but has bigger size of 168MB.

3.3.1 Configuring YOLOv5 for our polyp segmentation

datasets

In our case, we would first train the model using Kvasir-SEG [74] dataset
consisting of 1000 images with the corresponding bounding box details
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Figure 3.7: Different network models in YOLOv5

in json file indicating the polyp location in the image. The following
steps explain in detail to train the YOLOv5 [75] model using our polyp
segmentation dataset. The reference and guide for the configurations
done for polyp dataset for YOLOv5 model are taken from the github link
https://github.com/ultralytics/yolov5/wiki/Train-Custom-Data [?]

• The prerequisite pytorch library is installed for YOLOv5 model to run.

• Next, the yolov5 repository [75] in the github link https://github.com/ultralytics/yolov5
is cloned into the working notebook and requirements.txt file is installed
for ensuring that the required libraries are installed successfully.

1. Prepare dataset

The YOLOv5 model comes with the sample setup for COCO dataset [81].
The following configurations are done by reusing the config files already ex-
isting and making the necessary modifications required for setting up the
environment for Kvasir-SEG [74] dataset in YOLOv5 acceptable format.

Create dataset configuration file: A file named polyp.yaml is created
which is the dataset configuration file that would define the following
parameters:

• Dataset directory
path: path for dataset root directory
train: relative paths to train image directories or or *.txt files with
image paths
val : relative paths to val image directories or or *.txt files with image
paths
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test : relative paths to test image directories or or *.txt files with image
paths

• Number of classes nc - In our case nc=1 as the class object is only one
which is polyp.

• A list of classes names

Figure 3.8: Snapshot of contents of polyp.yaml file

Create labels: The labels for the images need to be reproduced in the
YOLO recognized format. For each image, one .txt file is required which
denotes the object label for the image. In case of no objects of interest in the
image, then no .txt file is required. The .txt file specifications are as follows:

• One row for each object. In case of multiple objects in single image
then multiple rows corresponding to the objects labels found in the
image.

• Each row has 5 values in the following sequence that is class xcenter
ycenter width height format.

• The coordinates for the bounding box should be in the normalized
xywh format (value should be from 0 - 1). If the boxes are in pixels then
normalized value for xcenter and width would be by dividing xcenter by
image image width and dividing width by image width. Similarly, the
normalized value for ycenter and height would be by dividing ycenter
by image height and dividing height by image height.

• Class numbers are zero-indexed and the numbering starts from 0.

Organize the directories: The train and val images along with their
labels for our Kvasir-SEG dataset need to be organized as required for the
model to run the training. The directory folder for Kvasir-SEG is created
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inside the /datasets directory which is placed next to the /yolov5 directory
as shown in the figure 3.9. The labels are automatically located by YOLOV5
by replacing the last instance in each image path of /images/ with /labels/.
An example is shown as below:

../ datasets/Kvasir -SEG/images/im0.jpg # image

../ datasets/Kvasir -SEG/labels/im0.txt # label

Figure 3.9: Folder structure for dataset setup for YOLOv5 model

Training the the model

The following command is executed to start the training from the defined pre-
trained model or not specifiying any parameter which would mean randomly
initialized weights in the –weights parameter. However, the specification of
pretrained weight is recommended due to the fact that the training need
not start from the scratch. The pre-trained weights are automatically down-
loaded from the latest YOLOv5 release. The image size can be specified
with the –img parameter, batch size can be defined using –batch parameter.
Similary number of epochs can be given in –epochs and the –data parameter
should be provided with the path to the dataset.yaml file which in our case
is polyp.yaml file. The training results are saved to the folder runs/train/.

python train.py --img 640 --batch 16 --epochs 300

--data polyp.yaml --weights yolov5s.pt
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3.4 YOLOR Model

YOLOR [130] Object Detection is particularly for object detection when
compared to other tasks such as object identification or analysis. Humans
learn and understand the surroundings around them through vision, hearing,
etc which is explicit knowledge and also from the past experiences which is
implicit knowledge. Hence, due to this, humans have the ability to process
completely new data with the use of vast experience and learning which is
stored in the brain. Based on this concept, the researchers in YOLOR pa-
per [130] proposed an approach which utilizes both explicit knowledge defined
as learning from the given input data and implicit knowledge which is learned
throughout subconsciously.

Architecture of YOLOR The architecture of YOLOR [130] comprises
of three functional process:kernel space alignment, prediction refinement, and
a convolutional neural network (CNN) with multi-task learning. The results
demonstrate that if the neural network is provided with implicit knowledge in
addition to the network already trained with explicit knowledge, it benefits
in terms of improving the performance of different tasks.

Figure 3.10: YOLOR Model with implicit and explicit knowledge-based
multi-task learning. Image is taken and modified from [130]
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3.4.1 Configuring YOLOR for our polyp segmentation

dataset

The reference for configuration of YOLOR model is taken from the online
youtube tutorial [137] and from the github link [138]. The model is configured
with our custom dataset Kvasir-SEG [74] by modifying the necessary model
parameters suitable for our application scenario. The configuration of
YOLOR model requires the following steps:

• Prerequisites: The Pytorch and Cython needs to be installed before
starting the model training. Pytorch library is required as YOLOR is
implemented using Pytorch library and should be installed according
to the GPU and CPU compatibility.

• Clone the repository: The following github repository should be
cloned [138].

https :// github.com/WongKinYiu/yolor

• Create polyp.names and polyp.yaml files for our dataset: The
polyp.names file would list the names of the object classes. In our
case it is ’polyp’. The polyp.yaml will contain the train and test image
paths, number of classes and class names as shown in the figure 3.11.

Figure 3.11: polyp.yaml file contents for YOLOR.

• Modify the model parameters in the connfiguration file: The YOLOR
configuration file yolor_p6.cfg is based on the COCO dataset [81].
Therefore this file should be modified according to our dataset
requirements.The changes for the following parameters are required in
the configuration file:

45



– classes : The file contains the ’classes’ parameter as set to 80 for
COCO dataset, therefore it needs to be changed to 1 as we have
one object class ’polyp’ everywhere in the file.

– filters : The file contains the ’filters’ value as 255. It needs to
be changed to the value of 18 which are just above the classes
parameter according to the formula as below. (numberofclasses+

5) × 3 As we have number of classes 1, therefore the filters value
comes as 18.

• Train the model: The following command is executed to train the
algorithm. The best weight file and last weight file for last epoch run
is generated after the training is completed.

python train.py --batch -size 8

--img 1280 1280 --data custom.yaml

--cfg cfg/yolor_p6_custom.cfg

--weights ’’ --device 0 --name yolor_p6

--hyp hyp.scratch .1280. yaml --epochs 300

3.5 PP-YOLO Model

PP-YOLO [84] stands for PaddlePaddle – You only look once. This frame-
work simplifies the process of object detection in construction, training, op-
timization and deployment in a faster and efficient way by providing end-
to-end methods. It provides various pre-trained models for object detection,
instance segmentation, face detection, etc. It enables the developers to con-
struct different pipelines fast with modular designs. It also supports distrib-
uted training.
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Figure 3.12: The network architecture of YOLOv3 and inject points for
PP-YOLO. Image is taken from [84]

Architecture of PP-YOLO The architecture of PP-YOLO [84] is
mainly based on YOLO3 [110]. The architecture is divided into three
categories as follows:

• Backbone [84]: It contains the convolution neural network which is
a pre-trained classification model for generating features.

• Detection Neck [84]: Feature Pyramid Network(FPN) is created
with a pyramid of features by combining and mixing the ConvNet
representations.

• Detection Head [84]: It does the prediction and bounding box on
the image object.

3.5.1 Configuring PP-YOLO for polyp segmentation

datasets

The reference for configuration steps required of PP-YOLO [84] model is
taken from the tutorial [8]. The model is configured with our datasets
Kvasir-SEG [74] and BKAI-IGH NeoPolyp-Small [29]. The configuration
of PP-YOLO model involves the following steps:

• Install PaddlePaddle: The commands to install PaddlePaddle and to
verify that it is installed successfully are as follows

!pip install paddlepaddle -gpu

import paddle

paddle.utils.run_check ()
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• Install Paddle Detection: For installing paddle detection, the following
github repository needs to be cloned.

https :// github.com/PaddlePaddle/

PaddleDetection.git

• Install other dependencies, paddledet and pycocotools. After the
installation, check whether the tests pass through the below command.

python ppdet/modeling/tests/

test_architectures.py

1. Prepare dataset

For pointing the objects of interest in an image, it is necessary to mark the
position and category for each object. Below are the three different ways in
which the object position is represented by a rectangular box also known as
bounding box.

Expression Explanation

x1,y1,x2,y2
(x1,y1) is top left coordinate point,(x2,y2) is
bottom right coordinate point

x1,y1,w,h
(x1,y1) is the top left coordinate point, w is
width and h is height of object

xc,yc,w,h
(xc,yc) is center coordinate of object, w is
width and h is height of object

Table 3.2: Different object position representations for bounding box. Table
is taken from [48]

The paddle detection supports COCO [81], PASCAL VOC [54] and wider-
face [142] datasets by default. In our case, we would convert our datasets
Kvasir-SEG [74] and BKAI-IGH NeoSmall-Polyp [29] to VOC format. The
Pascal VOC dataset uses the notation of [x1,y1,x2,y2] for representing the
bounding boxes for an object. The structure for organizing the files for VOC
dataset is as follows:

• label_list.txt this is the list of classes name.

>>cat label_list.txt

polyp
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• trainval.txt is the file consisting of list of trainset which contains the
rows for each image having two values, first one containing the path to
the image and the second containing the path to the annotations for
the corresponding image.

>>cat trainval.txt

./ JPEGImages/img0.jpg ./ Annotations/img0.xml

./ JPEGImages/img1.jpg ./ Annotations/img1.xml

• test.txt is file list of testset

>>cat test.txt

./ JPEGImages/img5.jpg ./ Annotations/img5.xml

./ JPEGImages/img6.jpg ./ Annotations/img6.xml

For dataset to be in VOC format, there is an annotation file in XML
format containing the details for object bounding boxes for each image file
having the same file name as image file name. The XML file has the below
fields

• filename: Specifying the image name.

• size: Specifying the image size including width, height and depth of
the image.

<size >

<width >500</width >

<height >375</ height >

<depth >3</depth >

</size >

Convert user data into VOC format. Once the dataset for Kvasir-SEG [74]
and BKAI-IGH NeoSmall-Polyp [29] is converted into the voc format which
is recognized by PP-YOLO [84] then the directory structure looks as in the
figure 3.13.
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Figure 3.13: Directory structure for dataset setup for PP-YOLO model

YOLO model parameter configuration The parameter configuration for
the PP-YOLO consists of five sub profiles as below. The changes are required
in the data profile, data reads and runtime file for the required settings for
data augmentations and hyperparameter configurations.

• Data profile coco_detection.yml

• Optimizer configuration file optimizer_1x.yml

• Data reads configuration files ppyolo_reader.yml

• Model profile ppyolo_r50vd_dcn.yml

• Runtime file runtime.yml

To start the training of the model the below command is executed.

python tools/train.py

-c configs/ppyolo/ppyolo_r50vd_dcn_Kvasir -SEG_voc.yml

3.6 Experimental setup: dataset split

One of the important task in object detection is to identify a smart way to
split the given dataset into the train and validation sets. While distribut-
ing the object detection dataset into train and validation, it is important to
take into consideration the distribution of the objects identified in the image
rather than the images themselves.

In our case of Kvasir-SEG [74] dataset and BKAI-IGP NeoSmall-
Polyp [29] where all the images contain only one type of object label that is
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a polyp. Normally, the standard split ratio of the images in 80/20 randomly
is recommended where 80 is for train and validation and remaining 20 is for
independent test dataset. In this case, the already defined train-val split
split in Medico automatic polyp segmentation task challenge is considered.
The train.txt and val.txt files containing the list of image name are available
in the github link https://github.com/DebeshJha/2020-MediaEval-Medico-
polyp-segmentation for fair comparison of different models [70].The train.txt
contains 880 images and val.txt contains 120 images.

The basis for considering this split is that the earlier results from the state-
of-the-art models related to object detection tasks with the same Kvasir-
SEG [74] dataset had been obtained on the same train-val split. Therefore,
it would easier for comparison of the implemented models in this thesis with
the earlier benchmark models for performance metrics evaluation.

3.7 Data augmentation

In order to train the neural networks and obtain the best performing model,
it requires larger amount of data. However, when it comes to the field of
medicine where medical images are required, it is not always feasible to
collect huge amount of dataset. Therefore, if the neural network needs to
be developed effectively to classify medical images with limited dataset, then
one of the ways is to perform augmentation on the available dataset and
utilize the transformed images for the training the model. Data augmentation
often has an improvement in the performance of deep learning neural network
with amount of data available due to additional labelled training data and
different orientation of the images for learning more image features. The
model implementation for YOLOv5 [75], YOLOR [130] and PP-YOLO [84]
come with default parameter value setting for various data augmentation
techniques. These values are obtained and set based on several iterations of
training the models giving best evaluation results on larger datasets such as
COCO dataset [81]. Below presents the data augmentation techniques that
would be utilized during training the model.

• Mosaic [53]: This technique works by combining four input source
images into a single image. The strategy for combining the images
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is as follows:

– Simulates four random crops while ensuring the relative scale of
the objects in comparison to the image.

– Combines different classes for the objects that are not found
together in a single image in the training dataset For example, if
there are images of cats and images of dogs, but no images of cats
and dogs together in the training data, then mosaic augmentation
would simulate it.

– It simulates the variation of the number of objects found in the
images. For instance, if the images contains only one bounding box
denoting one object then the mosaic augmentation would output
between zero and four bounding boxes.

• Flipping [125]: An image flip means mirroring the image either on the
horizontal or vertical axis.

• Rotation [125]: An image rotation would rotate the image clockwise
from 0 to 360 degrees.

• Brightness [125]: An image can be augmented through randomly
darkening the images, brightening the images or both.This would help
the model to generalize across images with different levels of lighting.

• Cropping [125]: This would pad the image so that black pixels are
added around the image and then crop the image randomly to the
original size of the image.

• Zooming [125]: This augmentation randomly zooms in or zooms out
the image by either adding new pixel values around the image or
interpolating the pixel values.

3.8 Hyperparameters settings

The training of the model for the neural network requires lot of computational
resources and is time consuming. Therefore the optimal selection of
parameters required for efficient training process is essential. Following are
the parameters considered to train the detection model using YOLOv5 [75],
YOLOR [130] and PP-YOLO [84].
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3.8.1 Batch Size

The choice of batch size depends mainly on how large is the size of the neural
network and what are the memory usage availability for execution. The
batch size is a hyper-parameter that defines the number of training samples
to work with before the internal parameters of the model are updated. After
completion of each batch processing, the predictions are compared with the
expected output and error calculation is done. The learning algorithm of the
training model is classified as follows according to the way of dividing the
training dataset for processing [35]:

• Batch Gradient Descent Batch Size Training dataset size

• Stochastic Gradient Descent Batch Size = 1

• Mini-Batch Gradient Descent. 1 < Batch Size < Training dataset
size

The mini-batch gradient descent is commonly used and recommended
approach for batch size selection in deep learning. The benefit of mini-
batch gradient descent is that the memory required for processing is less and
network training is faster [35]. The dataset in our case is fairly large and
therefore practically impossible to go for batch gradient descent approach,
therefore mini-batch gradient is suitable for training the model in our case.
The research papers [27], [90] recommend the batch size of 32 as appropriate.
Therefore, the batch size of 32 would be used for training the models.

3.8.2 Number of epochs

This hyperparameter defines the number of iterations for which the training
algorithm would process the complete training dataset. The training for
one epoch means that every input sample in training dataset was able to
update the internal parameters for the model [33]. After experimenting
for different epoch values and observing the loss, accuracy and performance
results, the number of epochs chosen for our experiments is 300. This is to
avoid over-fitting as well as for increasing the generalization in training the
neural network.
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3.8.3 Weights initialization

The initialization of weights is a key parameter when designing and imple-
menting the neural networks. The neural network model is designed to fit
with an optimization algorithm known as stochastic gradient descent. This
algorithm modifies the weights in the network for minimizing the value of
the loss function for arriving at a set of weights that can make good predic-
tions. Neural network models are fit using an optimization algorithm called
stochastic gradient descent that incrementally changes the network weights
to minimize a loss function, hopefully resulting in a set of weights for the
mode that is capable of making useful predictions. Initial starting points for
the possible weights values need to be given for the optimization algorithm
to begin with.The weights initialization for a neural network model is to set
the initial weights for the starting point for training the model [92].

If the weights are initialized improperly then it can have negative impact
on the training process due to either vanishing or exploding gradient issue.
In case of vanishing gradient problem, the update in weights is minor
and thereby having slower convergence or in worst cases due to slowness
in optimization algorithm it may completely stop the convergence. The
exploding gradient problem happens during forward or back-propagation
when the weight initialization is too large [92]. The weights initialization
for the training models would be done using the pre-trained weights trained
on ImageNet instead of initializing the weights to a random or from scratch.

3.9 Performance evaluation metrics

The performance evaluation metrics provides the measure for validating the
performance of the model on the task of object detection and also enables to
do comparison with the other state-of-the-art detection models. The follow-
ing useful metrics would be used to evaluate the performance of the object
detection/localization model.

Unlike classification task where it only evaluates the probability of the
object present in the image, the object detection task needs to localize the
object along with outputting the bounding box for each object and its corres-
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ponding confidence score indicating the certainty of the bounding box over
the object being detected. Hence, the metric Intersection over Union (IoU) is
used for determining the number of objects detected correctly or incorrectly.

Intersection over Union (IoU) Intersection over Union is also known
as the Jaccard Index is an evaluation metrics that calculates the overlap
between the ground truth annotations(gt) (target objects that are annotated
with bounding boxes in test dataset) and the predicted bounding box(pd).
The shape of the ground-truth and prediction can be any such as rectangular,
box, circle or an irregular shape. The IoU score value is from 0 to 1, if the two
boxes are closer to each other then it has a higher IoU score value. According
to its mathematical definition, it is the area of intersection divided by area
of union of the ground-truth bounding box and predicted bounding box.

IoU = area(groundtruth ∩ prediction)/area(groundtruth ∪ prediction)

For determining the performance of the object detection model, the key
thing is whether the detection is correct or not. The threshold value is set
for each detection by calculating the IoU score for every detection. If the IoU
values are more than the threshold value, then the detection are considered
as positive predictions and for those which are below the threshold value are
considered as false predictions.

The predictions are mainly classified into true positive (TP), false posit-
ive (FP), false negative (FN) and true negative (TN) with respect to object
detection and localization task. TP is correct detection performed by model
with IoU above the threshold value. FP is an incorrect detection predicted
by the object detection model where the predicted box detects IoU value
below the threshold value against ground truth box or in another case where
object is not present but the model detects an object. Similarly, FN is the
ground-truth is missed or not detected by the object detection model. Lastly,
TN is a situation where empty boxes that are not explicitly annotated are
correctly detected as non-object.The model would identify multiple empty
boxes which does not help in adding value to the algorithm. Therefore, this
metric is not used in object detection tasks.

If the threshold for IoU is t then detection for True Positive(TP) is where
IoU(gt,pd) >= t and False Positive(FP) is where IoU(gt,pd) < t. False

55



Figure 3.14: IoU Thresholding

Negative(FN) is the case where the ground-truth is completely missed by
predicted box. The figure illustrates the scenario of identifying TP,FP and
FN where IoU threshold t = 0.5.

Precision:It is the measure of correctness in predictions to identify only
relevant objects. It is calculated as the ratio of all True Positives over the
entire detections done by the model.

Recall:To calculate the true predictions from all correctly predicted data.
It is calculated as the ratio of all True Positives over all the ground truths.

Precision-Recall (PR) curve:It is the plot of precision versus recall
for different values of confidence scores. The precision and recall values are
higher for a model with good performance even when confidence scores are
changed.

Average Precision (AP): Based on the precision-recall curve, Average
Precision AP summarises the weighted mean of precisions for each threshold
with the increase in recall. AP is calculated for each object class.

Mean Average Precision (mAP): It is an extension of Average
precision. In AP, calculation is done only for individual object classes
but mAP provides the precision for the entire model. For obtaining the
percentage of correct predictions in the model, mAP is used.
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Figure 3.15: IoU, Precision and Recall

3.10 Summary

This chapter discussed the datasets to be used in the thesis work and
the reasons behind choosing the models YOLOv5, YOLOR and PP-YOLO
models. Further, it discussed in detail the configuration steps required for
implementation of our application scenario of detection and localization of
polyps in images. Also, the various hyperparameter settings and performance
evaluation metrics were described. In the next chapter, the results obtained
from various experiments would be presented.
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Chapter 4

Results

This chapter presents the results obtained from various experiments conduc-
ted in this thesis work. In details, it lists the different results obtained for each
model implemented YOLOv5 [75], YOLOR [130] and PP-YOLO [84] using
custom datasets Kvasir-SEG [74] and BKAI-IGH NeoPolyp-Small [29] and
with all the variations done for experiments. It includes running the model
on base dataset, with some data augmentations and training the model to
include the input dataset without any polyp object to serve the purpose of
including negative training cases. Also, the observations from the various
results obtained are discussed. The chapter ends with a summary of the
results and general observations from the experiments.

The python execution codes and files for all the models are available
at the github link https://github.com/AMITAKASHIKAR/Deep-Learning-
models-for-polyp-detection-and-localizationaset and also in the appendix.

4.1 Experiments with YOLOv5 model

Multiple experiments were performed for YOLOv5 [75] model to valid-
ate its performance for different parameters. Firstly the YOLOv5 [75]
model consists of several types of network model as described in the section
:YOLOv5n, YOLOv5s, YOLOv5m, YOLOv5l and YOLOv5x. According to
the , YOLOv5s is the fastest and reliable models available which have been
tested on MS COCO dataset [81]. The experiments were performed for 300
epochs for each of the models. The model experiment with YOLOv5x could
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YOLOv5 network model mAP_0.5 Precision Recall
YOLOv5n (nano) 0.8913 0.9075 0.8307
YOLOv5s (small) 0.8946 0.9316 0.8382
YOLOv5m (medium) 0.8946 0.9051 0.8076
YOLOv5l (large) 0.8937 0.9091 0.8461

Table 4.1: Training results for different YOLOV5 [75] network models.

YOLOv5s
image
size

Execution time in
seconds

mAP_0.5 Precision Recall

640 5596s 0.8946 0.9316 0.8382
1280 21552s 0.8498 0.8491 0.7846

Table 4.2: Training results metrics for YOLOv5s for different image sizes

not be carried out as the time and memory usage required for the experi-
ment for sufficiently large and the intention was to showcase the trade-off
between model performance and time and memory required. After perform-
ing the experiments for Kvasir-SEG [74] for polyp detection on the the dif-
ferent YOLOv5 models, the results obtained are shown as in the table 4.1.

As seen in the table 4.1, the values for precision 0.9316 was highest for
yolov5s. The recall value was highest for yolov5l model which was 0.8461.
However, an important decisive factor to note here is that yolov5l required
significantly more execution time and memory when compared to yolov5s.
Therefore, for running further experiments on YOLOv5 [75] for our data-
set, the model yolov5s is selected due to its faster results and fairly good
performance.

The table 4.2 shows the results when the YOLOv5s model is trained for
image resolution size 640 and image resolution size 1,280. The results clearly
show that when the image resolution is higher than the execution time for
training increases significantly. The time taken for image size 640 is 5,596
seconds whereas for image size 1,280 it is 21,552 seconds. The precision, re-
call and mAP_0.5 value for image size 640 is 0.931, 0.838 and 0.894 whereas
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Figure 4.1: Images of train batch for YOLOV5 training using base dataset

for image size 1280 it is 0.849, 0.785 and 0.849. With the increase in the
image resolution, the performance of the model is reduced.

The experiment was performed using base dataset Kvasir-SEG [74] hav-
ing 1,000 polyp images containing bounding box values. All of the images
contain either one or more polyp object. By default, YOLOv5s [75] model
does mosaic data augmentation along with default parameters set for various
augmentation attributes in hyperparameter config file.

4.1.1 Training the Model

The figure 4.1 shows the batch of images with several internal data augment-
ations used by default in YOLOv5 [75] model for training the model. The
YOLOV5 [75] model is comprised of 270 layers, 7022326 parameters, 7022326
gradients and 15.8 GFLOPs. However, the model was trained using 213 lay-
ers, 7012822 parameters, 0 gradients and 15.8 GFLOPs as number of classes
(nc) nc=80 was ovverrided by nc=1 since the number of classes in this case
is 1 which is polyp.

The figure 4.2 shows the model summary of YOLOv5 model during the
model training. The optimizer used for training the model using yolov5s.pt
(small network) model is Stochaistic Gradient Descent (SGD). The time
taken for training the model YOLOv5 for 880 images in train dataset and
120 images in validation dataset for 300 epochs with batch size 32 was 1.555
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Figure 4.2: Model summary of YOLOv5 [75] during model training

Figure 4.3: PR Curve for YOLOv5 model training with Kvasir-SEG base
dataset [74] during model training

hrs. The precision value was 0.9316 and recall value was 0.8382.

The figure 4.3 shows the PR curve for the YOLOv5 model training for the
Kvasir-SEG [74] base dataset. The graph shows a decent trade-off between
the precision and recall values indicating a good amount of area under the
PR-curve having the mAP@0.5 value of 0.895.

The figure 4.4 displays the plots for box loss, object loss, classification
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Figure 4.4: Plots of box loss, object loss, precision, recall and mAP value
for YOLOv5 training over number of epochs

loss for train and validation sets. The box loss during the prediction of the
bounding box is calculated as the error between the predicted bounding box
and the ground truth bounding box [127]. This actually means that the less
the value of the box loss, the more accurate is the algorithm in predicting
the bounding box having maximum overlap with the ground truth bounding
box. The object loss is denoted as how confident is the algorithm to locate
the presence of an object [25]. The model rapidly showed an improved values
for precision, recall and mAP after about 50 epochs. Also, the box loss and
object loss showed fast decline after around 25 epochs.

4.1.2 Evaluating the model

The validation of the model is done on the 120 images from the validation
dataset for three iou threshold values IoU=0.25, IoU=0.50 and IoU=0.75
using the best weights obtained from the model training. The table 5.4
illustrates the performance results obtained from the evaluation of the model.
The results suggest that when the IoU threshold value is increased, there is a
reduction in the precision value from having 0.92 precision at IoU threshold
value of 0.25 to 0.885 precision value at IoU threshold value of 0.75 while the
recall value of 0.885 remains nearly constant at all threshold values. Similar
behaviour is observed in case of mAP values where there is reduction to
0.888 value for IoU threshold at 0.75 from 0.906 for IoU=0.25 and 0.903 for
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IoU threshold
value

Precision Recall mAP_0.5 Speed in FPS

0.25 0.92 0.885 0.906 102.04
0.50 0.905 0.885 0.903 111.11
0.75 0.885 0.884 0.888 106.38

Table 4.3: Results obtained from validation of YOLOv5 model at different
IoU threshold values

IoU=0.5. In case of inference speed, similar characteristics are observed
where it is highest for IoU=0.25 and IoU=0.5 having 9.8ms and 0.97ms
inference speed to decreased speed of 7.5ms for IoU=0.75.

The figure 4.5 shows the validation batch labels and their corresponding
predictions in red colour boxes done on evaluation of the YOLOv5 model
with base dataset training.

Figure 4.5: YOLOv5 validation batch labels and corresponding predictions

4.2 Experiments with YOLOR model

4.2.1 Training the Model

Training of the YOLOR [130] model using 1000 images from the Kvasir-
SEG dataset [74] with their bounding boxes annotations was completed in
3.827 hrs. The YOLOR Model Summary is as follows 665 layers, 36838416
parameters, 36838416 gradients. The following metrics was achieved after
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IoU threshold
value

Precision Recall mAP_0.5
Speed in
FPS

0.25 0.796 0.877 0.868 69.44
0.50 0.72 0.892 0.879 68.96
0.75 0.56 0.892 0.682 69.44

Table 4.4: Results obtained from validation of YOLOR model at different
IoU threshold values

training was completed with image size of 640x640 and batch size of 16.
Precision 0.715, Recall 0.885, mAP@.5 0.895 with speed of 10.5ms for
inference, 1.4ms for NMS and total speed of 11.9ms for each image of size
640x640.

Figure 4.6: Images of train batch for YOLOR training using Kvasir-SEG
base dataset

4.2.2 Evaluating the Model

The results table 4.4 for YOLOR model validation for different IoU threshold
values shows that there is an increase in the precision value when the IoU
threshold value is lower, when IoU=0.25 the precision value is 0.796 whereas
when IoU=0.75, the precision value is 0.56. Also, we observe that there is
an effect on the mAP value, for higher IoU value, the mAP value is lowest.
In this case for IoU=0.75 value is 0.682 which is the least.

4.3 Experiments with PP-YOLO model

The model training using PP-YOLO took total time of nearly 7 hrs for com-
pletion. Training with the base dataset for Kvasir-SEG [74], the following
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Figure 4.7: Snapshot of PP-YOLO training for Kvasir-SEG base dataset

results were obtained after 300 epochs in the output during evaluation.

mAP (0.50, integral) = 86.54%

Total sample number for validation: 120

average FPS: 41.656

Best test bbox ap is 0.865.

4.4 Dataset consisting images without polyps

The experiment was again performed for model training with normal images
not containing polyps for all the three models. This was done for reducing
the number of false positives and the to train the model with more features
from the gastrointestinal tract to potentially enhance the model performance.

The training of YOLOv5 for polyp dataset for normal images obtained
the results: mAP_0.5 = 0.89526, Precision = 0.95363, Recall = 0.79845

The training of YOLOR for polyp dataset for normal images obtained
the results: mAP_0.5 = 0.90174, Precision = 0.78809, Recall = 0.88462

Training PP-YOLO for dataset containing normal images, the follow-
ing training results were obtained after 300 epochs: mAP(0.50, integral) =
89.53%, Total sample number for validation: 120, average FPS: 41.505, Best
test bbox ap is 0.897.

From the experiment of training the model with polyp image samples,
we can infer that the model training with more dataset improves the overall
performance of the model as we can observe there is some improvement in
the mAP and precision value for the models.
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Model
IoU
threshold
value

Precision Recall mAP_0.5
Speed in FPS
(Frames Per
Second )

YOLOv5 0.25 0.79 0.702 0.724 121.96
YOLOv5 0.50 0.781 0.702 0.721 106.38
YOLOv5 0.75 0.781 0.687 0.702 120.48
YOLOR 0.25 0.492 0.755 0.617 76.34
YOLOR 0.50 0.442 0.78 0.628 74.62
YOLOR 0.75 0.347 0.795 0.612 75.18
PP-YOLO 0.50 0.885 0.884 0.888 45.04

Table 4.5: Results obtained after running detection on
MediaEval-Medico-polyp-segmentation dataset [70] for models at different

IoU threshold values

4.5 Polyp detection on test dataset

The table 4.5 shows the results obtained on running detection for all the
three models on MediaEval-Medico-polyp-segmentation test dataset contain-
ing 200 images [70]. The ground truth segmented masks are available for the
images. However, a small program was written to convert the segmented
mask for the images and get the bounding boxes values for label annotations
for polyp object. The results indicate that the highest FPS was obtained for
YOLOv5 model, followed by YOLOR and YOLOv5. Also, in terms of ac-
curacy, the PP-YOLO model achieved the highest precision, recall and mAP
values whereas the YOLOR model achieved the least accuracy among the
three models. We discuss the best, average and worst case detection scen-
arios for the three models.

Figure 4.8: Images of worst, average and best scenarios for PP-YOLO
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Figure 4.9: Detection Results on test dataset showing bounding boxes
predictions

Model mAP_0.50 Precision Recall
Speed in
FPS

YOLOv2 0.7993 0.81 0.78 60
YOLOv3 0.8288 0.94 0.77 40
YOLOv4 0.8372 0.88 0.80 40
YOLOv5 0.702 0.781 0.687 94.33

Table 4.6: Performance comparison for YOLO family of models

4.6 Model performance comparison for YOLO

family of models

The table 4.6 shows the comparison results of performance metrics for
different versions of YOLO family for our dataset Kvasir-SEG [74]. The
results show that the mAP value is best obtained for YOLOv3 model which
is 0.8372. However, the precision was highest with 0.94 for model YOLOv3
and lowest for model YOLOv5. The recall value was highest for YOLOv4
with 0.80 and YOLOv5 had the lowest recall value of 0.687, However, in
terms of speed YOLOv5 had FPS of 94.33 which was significantly higher
than the rest of the models having 60 and 40 FPS. With this comparison, it

68



indicates that YOLOv5 proves to be the best among all the models in terms
of high speed value and with a slightly less accuracy when compared to other
models.

4.7 Polyp detection on a video dataset

The models were also tested on a video dataset to visualize how the model
behaves when the input is a video of an colonoscopic examination for
YOLOv5 model.

Figure 4.10: Polyp detection on a video dataset using YOLOv5 model

The figure 4.10 shows the code execution when performing the detection
on the video file from colonoscopic examination using the trained YOLOv5
model. The output during the execution processes the video frame by frame.
The video consists of 2238 image frames and the model considers each image
frame as input data and performs the polyp detection task on it. The
detection result is stored as a video containing the highlighted bounding
box details for polyp object found in each image frame throughout the video.
The video was processed at a speed of 86.20 FPS which is decent for real
time processing.
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Method Backbone AP IoU AP25 AP50 AP75 FPS
YOLOv4 [30] Darknet53, CSP 0.8513 0.8025 0.9123 0.8234 0.7594 48.00
ColonSegNet [73] 0.8000 0.8100 0.9000 0.8166 0.6706 180.00
YOLOv5 [75] CSPDarknet 0.906 0.903 0.888 111.11

YOLOR [130]
Shared back-
bone

0.868 0.879 0.682 69.44

PP-YOLO [84] ConvNet 0.8654 40.900

Table 4.7: Comparison result on the polyp detection and localisation task
on the Kvasir-SEG [74] dataset.

4.8 Comparison with earlier benchmark detec-

tion models

The results in the table 4.7 indicate that the performance metric result
for AP50 is higher for all three models YOLOv5, YOLOR and PP-YOLO
when compared to YOLOv4 and ColonSegNet methods. Also, the obtained
result for AP75 value for YOLOv5 is highest among all and for YOLOR
the value for AP75 is also greater than ColonSegNet method. However,
the ranking of the YOLOR model is lowest for value AP25 among all and
AP25 value for YOLOv5 is 0.906 which is slightly higher than ColonSegNet
0.900 but lesser than that of YOLOv4 which is 0.9123. With regards
to Frames Per Second FPS, the models YOLOv5 having FPS=111.11,
YOLOR HAVING FPS=69.444 did fairly well when compared to YOLOv4
FPS=48.00. However, in terms of speed for processing it is significantly
lower when compared to ColonSegNet FPS=180.00 which is nearly triple.
Therefore, there is still potential future scope for improvement for further
improving these metrics and increasing the efficiency in terms of processing
speed.

4.9 Summary

The experimental results from three models YOLOv5, YOLOR and PP-
YOLO with polyp datasets were enlisted. In the next chapter, a discussion
about the results is presented.
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Chapter 5

Discussion

5.1 General discussion

Although all of the three models, have default augmentations in place, but
still the models could also be trained and evaluated with additional data aug-
mentation techniques with manual settings to see the impact on the training
and evaluation results. It would be interesting to have the models could
be trained further with running hyperparameter evolution using genetic al-
gorithm as this was not achieved in this thesis due to huge training time
required nearly in days.Few more experiments that could be performed for
trial and testing is to implement frozen layer concept in the neural networks
for transfer learning where the existing model could be retrained on a new
dataset without training the entire network. For this, some of the initial
weights are frozen and the remaining weights are utilized to compute loss
and updated by optimizer. This method therefore requires fewer resources
when compared to normal training which result in quicker training times at
the cost of slight decrease in the final trained accuracy.

For training the model with convolutional neural network, the image
resolution size plays a crucial role. The resizing of all the images in a dataset
to a particular image resolution can have an impact on the time required
for training and performance of the model. In cases where the images with
the bigger size are downscaled, CNN finds it difficult to learn the features
necessary for detection and classification since pixels containing key features
are reduced. In scenarios where the smaller images when upscaled are padded
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with zeroes, the CNN needs to learn the padded pixels that are of no use for
image detection or classification task. In addition, bigger images slow the
training process and need more memory [104].

5.2 Research objectives

The overall detection performance for all the three models after running the
detection model on the test dataset is presented in the tables. The perform-
ance evaluation is done with the metrics specified in section 3.6. The goal
of achieving the nearly accurate detection predictions to some extent is ful-
filled. However, there is still room for improvement in terms of getting higher
precision and recall values. As seen in the table, the speed of the detection
is lower compared to the earlier benchmark model YOLOv4. To solve this
problem, the model training needs to be optimized by modifications in the
layers of the neural network while achieving the same level of accuracy. The
efficient execution for detecting the polyp objects in the real time images is
achieved however the working model for detection in real time videos could
not be achieved due to lack of time. The total time taken for detection for
200 test images took seconds for YOLOv5, seconds for YOLOR and seconds
for PP-YOLO. The highest rate of FPS was achieved for models that is sig-
nificantly above the standard value of 25-30 FPS.

The trained model could be easily extended to setting up the environment
required for detecting multi-class polyp objects and classifying them along
with localization. Only thing that is required is collecting the dataset having
proper annotations for bounding boxes for each type of polyp object and
further correctly preparing the dataset in the acceptable format required for
the models.

5.3 Challenges

This sections gives a spotlight on the actual challenges that were faced in the
complete process of running through the experiments. All the experiments
were performed using the Google Colaboratory. It is online platform hosting
jupyter notebook service where a code in python can be written and executed

72



in the browser without any setup required for use. It is typically suited for
for data analysis and machine learning. However, there are some limitations
on the resources and usage limits in Google Colab. The Google Colab
instance gets automatically disconnected when the instance remains idle
for 90 minutes or the maximum time of the instance where it can remain
connected to GPU is 12 hrs. Therefore, in this thesis work, it happened
multiple times that the model training got disconnected and stopped in the
middle of the execution due to this issue. This led to the rework of again
iterating the process of executing the code, preparing of the data and then
starting the training process. To avoid this issue, a possible solution was
searched on the internet for preventing Google Colab from disconnecting.
The following method was found from stackoverflow page [120]. Press Ctrl +
Shift + i in the notebook page for opening the inspector view. Navigate to
Console, and write the below program statements and hi enter button. This
would continue to keep on clicking on the page and help in preventing from
disconnecting.

function ClickConnect (){

console.log(" Working ");

document.querySelector ("colab -toolbar

-button#connect "). click ()

}

setInterval(ClickConnect ,60000)

Another issue that occurred when running the training execution was the
below runtime error stating that the all the tensors were not found on the
same device.

RuntimeError: Expected all tensors to be on the same

device , but found at least two devices , cuda:0 and cpu!

For mitigating this error, several articles on the internet were read, but
did not work. Finally, the factory reset runtime option was chosen and the
execution was restarted again and the error disappeared.

Another major problem when running the training execution was larger
batch size, the below fatal error occurred indicating segmentation fault by
operation system. This is due to lack of memory space available to process
the images in larger batch size. In such cases the batch sizes had to be
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reduced which then resulted in longer training execution times.

FatalError: ‘Segmentation fault ‘ is detected by the

operating system.

Wandb is an interactive central dashboard for visualizing and tracking the
results involving hyperparameters, predictions and system and performance
metrics that enables the real time comparison of models [11]. During one of
the several experiments, the following error occured related to wandb.

wandb.errors.Error: You must call wandb.init() before

wandb.log()

For fixing this issue, several alternatives were tried like disconnecting the
wandb login from the Google Colab notebook instance or doing a restart
runtime, but the issue did not resolve. In the end, factory resent runtime
was performed on the notebook instance which fixed the problem.

In the experimentation for training the PP-YOLO model, where the‘
snapshot of the model trained was saved at every epoch, it resulted in an
OSerror in the GPU device as below.

OSError: [Errno 28] No space left on device

Since lot of disk space was used up due to save of the trained model
weights and parameters, it was decided to save the values after every 5 epochs
instead of 1 epoch. In addition, this kind of error indicates that the model
training should have been carried out on more powerful hardware.

5.4 Lessons learnt

This was first of its kind of experience to work on the thesis involving
deep neural networks in the field of computer vision. Therefore, this
section emphasizes the key lessons learnt especially while working with deep
neural networks. One of the key lessons learnt is that the training of the
models using deep neural networks require somewhere between 2 to 12 hrs.
Therefore, it is of utmost importance that the training of the models should
be scheduled during the daytime and not during the nights. This is to allow
to monitor the training execution intermittently and check that the training
of the models is still in progress and has not ran into issues. Another thing
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to note is that the availability of the GPU resources allocated in Google
Colab depends on the previously used resources. The more efficient and
faster running GPUs are allocated to the users to have not used them
frequently in the past. Therefore, another lesson learnt is that when the
code execution does not take place and the code is in editing mode then
the GPU session should be manually disconnected. Similarly, when the
training or testing execution is finished, then also the GPU session should be
terminated. Lastly, the results obtained from different experiments should
be noted down simultaneously as later it really becomes a tedious job to
manage and document the results.For saving the execution results of train,
test or detect into google drive storage, one requires larger available space
available in Google Drive because the weights file from the execution output is
normally bigger in size. Therefore, there should be sufficient space availability
and timely cleanup of data in google drive for storing the result files. Another
lesson learnt is if the entire work had to be started again from the beginning,
there are few things that could have been taken into consideration. Due to
time constraint, the models could not trained and tested on large datasets.
Training of the model execution in deep learning requires is time consuming.
Therefore, the models could be trained for more datasets for learning more
image features. Also, the number of epochs for training could have been
increased from 300 to a larger value to check if there is any improvement
when increasing the number of epoch value.
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Chapter 6

Conclusions

This chapter provides a recap of the work that was done in this thesis for
addressing the problem statement discussed in section 1.2. Further, it de-
scribes the main contributions and what further enhancements could be done
as part of future work to achieve better results.

6.1 Summary

This thesis presents the work and its related experiences with implementa-
tion of recent deep learning models for object detection and localization for
automatic analysis of medical images from GI tract examinations in order to
detect and localize the polyps in the images. The aim of the research work
in this thesis was to evaluate and compare the performance results with the
earlier state-of-the-art models for polyp object detection. The newly released
deep learning models YOLOv5, YOLOR and PP-YOLO in YOLO family of
models that have shown improved performance when compared to existing
benchmark models on MS-COCO dataset. The goal was that the model im-
plementations could potentially demonstrate better performance results in
comparison to earlier researched models for polyp object detection and serve
as an automatic polyp detection system.
In conclusion, the objection detection system using YOLOv5, YOLOR and
PP-YOLO can be utilized for polyp detection in GI tract medical image dia-
gnosis. The models achieved better training accuracy as compared to the
earlier YOLOv4 model. However the detection accuracy on the unseen test-
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ing dataset for the models was satisfactory. This suggests that there is still
scope for improvements.

6.2 Main contributions

In this thesis work, we have shown that the newer versions of detection
models in the YOLO family of models based on deep learning could be
utilized effectively and easily for performing polyp detection and localization
task. The method YOLOv5 and PP-YOLO achieved fairly good detection
accuracy with precision of 0.781 and 0.885 respectively for unseen test
dataset. However, the detection accuracy for YOLOR, PP-YOLO model
was not satisfactory having precision value of 0.442 despite having good
training and evaluation results. The speed of detection for all the three
models was adequate with YOLOv5 [75] having FPS=106.38, YOLOR [130]
having FPS=76.62 and PP-YOLO [84] having FPS=45.04. The YOLOv5
model achieved striking FPS value of 121.96. The mean average precision
values for the models also showed good results having 0.721, 0.628 and 0.888
for YOLOv5, YOLOR and PP-YOLO models. The main contributions in
this thesis comprises of researching and configuring a system through actual
implementation of existing models for our polyp application scenario which
is capable of detecting and localizing the polyp images in the GI medical
images with fairly good accuracy and detection speed. This further training,
evaluation and then testing of the model on larger dataset containing both
images and videos is highly recommended to for generalization of model.
The models can be easily extended to built the complete automated polyp
detection, localization as well as classification of polyps in GI tract.

6.3 Future work

For future work, the models should be retrained with the obtained best model
weights from these models YOLOV5 [75],YOLOR [130] and PP-YOLO [84]
with more input images with bounding box annotations for training.The
model prediction could output better results through learning from vast
number of images. This work can be further extended to particularly detect,
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localize and also classify specific type of the polyps:Serrated, Adenomatous,
Inflammatory as discussed in section 2.3 using multi-class dataset. This
would help to diagnose multiple type of diseases that occur in GI tract.
These models could be extended to use video dataset as input and view the
real time detection results. The training, validation and testing with real
time video dataset would be interesting to check whether the generalization
of weights take place for predictions on totally newer and unseen data. The
models could be further trained with additional dataset containing images
and video frames with their corresponding annotations containing the Kvasir-
Instrument [72] for colonoscopic examinations. This would aid the models
to distinguish precisely between the instrument and polyps to reduce the
occurrences of false positives. Another aspect which needs to be considered
in case of the medical images and videos are that because of the improper
lighting conditions, the quality and clarity in the dataset is poor. Therefore,
such image frames in the dataset should be identified and pre-processed
with proper augmentation in order to enhance the model training for further
generalization of the model.
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Appendix A

Repository for Model
configurations

A.1 Code execution google colab pdf files for

YOLOv2, YOLOv3, YOLOv4, YOLOv5,

YOLOR and PP-YOLO

A.2 Code execution .ipyb files for YOLOv2,

YOLOv3, YOLOv4, YOLOv5, YOLOR

and PP-YOLO
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Appendix B

Model Training results

B.1 Model Training results with Kvasir-SEG

base dataset for YOLOv2, YOLOv3,

YOLOv4, YOLOv5, YOLOR and PP-

YOLO

B.2 Model Training results with polyp dataset

with normal images not having polyps for

YOLOv5, YOLOR and PP-YOLO

B.3 Model retraining results with BKAI-IGP

NeoSmall-Polyp for YOLOv5, YOLOR

and PP-YOLO
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Appendix C

Model Testing results

C.1 Model Testing results on polyp-mediai test

dataset with images YOLOv5, YOLOR

and PP-YOLO containing the images,

ground truths and images with polyp

detections

C.2 Testing results on video dataset for

YOLOv5, YOLOR and PP-YOLO contain-

ing the video and detections on the video
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