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Abstract:  2D:4D digit ratios are used for several health and business related 

applications. Currently, digit ratios are measured manually. This study pro-

poses an automatic digit ratio measurement approach that can be used in the 

context of smart city healthcare and business applications. Smart city 

healthcare needs to be founded on the principles of self-service and independ-

ence. The proposed approach assumes that an image of the hands of a user is 

acquired using some imaging device. First, the hands are separated from the 

background. Next, the hand outline is traced. The hand outlines are used to 

identify points of interest that are used to measure the finger lengths and digit 

ratios. Experimental results are promising, but further research is needed be-

fore the approach can be deployed in real-world settings. 

1. Introduction 

Digit ratio measurements are used in several avenues of research within healthcare, 

medicine and psychology [1, 2, 3]. The digit ratio is defined as the ratio of the index 

finger length (D2) divided by the ring ringer length (D4) and the ratio is also often 

referred to as the 2D:4D ratio. The 2D:4D ratio can be used as a crude indication of 

exposure to prenatal sex hormones [4]. The lengths are typically measured from the 

tip of the fingers to the basal crease of the finger where the fingers join the palm.  

Still, such measurements are acquired manually from photocopies of the hands, 

or flatbed scans. However, recently a few experimental approaches have been pro-

posed for the automatic measurement of the 2D:4D-ratio [5, 6, 7, 8]. The first ever-

reported attempt [5] was designed for one hand measurement of the hand using a 

mobile handset camera. The idea was to use the built in camera flash to make it easy 
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to separate the hand from the background since the eliminated hand is much brighter 

than the background. Based on successful binarization of the hand images an outline 

was extracted and converted to angular coordinates. The derivatives of the angular 

representations were used as basis for determining the feature points of interest, that 

is, the fingertips and finger cervices. This approach was designed for one hand, as 

the other is used to handle the mobile device. Moreover, it was based on the as-

sumption that the fingers are sufficiently spread out and that the hand constitute a 

plane perpendicular to the viewing angle of the camera. 

A two-hand approach for flatbed scans intended for finger ratio research was 

proposed [6] and later with an improved binarizer [7]. This binarization approach 

was algorithmically complex and vulnerable to certain background configurations. 

A different initiative to automate digit ratio measurements used so called colour 

structure codes to separate the hand from the background has been proposed [8], 

however, the reported results are limited. Although several advanced binarization 

algorithms are described in the literature [9, 10] it seems necessary with domain 

specific algorithms. The vast literature on skin detection is testament to this [11, 

12].  

Other research that share commonalities with automatic finger ratio extraction 

has been conducted into gesture recognition [13, 14]. However, the emphasis of 

gesture recognition is to classify hand postures while the objective of finger ratio 

algorithms is to make accurate and precise finger length measurements. 

This paper describes a method that builds on the methods reported in [6, 7] were 

binarized images are scanned from one side to the other to construct the finger out-

lines for the two hands. The two hand scans are assumed to constrain the hand ori-

entation and position. These constraints simplify the recognition process.  

However, it is difficult to fully spread the fingers of two large hands on the glass 

plates of small A4 scanners. Moreover, when the hand is pressed against the scanner 

glass the fingers flatten and touch each other. This study therefore proposes a robust 

method for measuring digit ratios automatically to overcome many of the problems 

that present with manual measurements [15] such as non-standard and divergent 

measurement procedures and the presence of human bias when measuring ambigu-

ous points of interest. Although it extends the methods in [6, 7] the method proposed 

herein is simplified and more robust as it relies on a standard clustering technique 

to obtain binarizing thresholds dynamically instead of finding these through manual 

experimentation. It is thus able to adapt to a wider range of lighting conditions, 

backgrounds and skin colours than the previous algorithms [6, 7].  Moreover, this 

study also provides results with the algorithm on a larger set of hand scans.  

The proposed algorithm could for instance be used for the unassisted capture of 

the digit ratio and hand measurements of individuals in various smart city public 

locations, shops or homes, using standard imaging technologies such as camera en-

abled self-service kiosks and flatbed scanners. Possible applications include provid-

ing customers with tailor made products and services while achieving increased pri-

vacy and increased measurement accuracy. Sensitive information such as fingertip 
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patterns [16] can be immediately discarded and thus not transmitted or stored elec-

tronically. 

2. Method 

The 2D:4D finger ratio measurements are achieved by first binarizing the scanned 

image of the hands. Then the outline of the hands is generated based on the binarized 

image. Next, the curve of the hand image is analysed to determine the measurement 

points that serve as the basis for the 2D:4D measurement.  

 

2.1 Hand background separation   

A binarization operator separates the hand from the background. The separation 

procedure utilizes the characteristic difference that a hand is saturated to some de-

gree and the background is completely unsaturated. However, the background may 

vary in brightness from black, via shades of grey to white due to shadows and char-

acteristics of the scanner hardware. The saturation level is therefore used to classify 

each pixel in the image as hand or background. A simple measure of saturation can 

be calculated by projecting the pixel in RGB space onto the plane defined by the 

normal going along the diagonal of the colour cube from black to white, namely 

  brx   (1) 

 bgy   (2) 

The saturation s is the distance from the projected point to the origin or the colour 

cube 

  22 yxs   (3) 

This is used to define a saturation function d(r, g, b) 

 
22 )()(),,( bgbrbgrd   (4) 

The saturation is calculated for a subset of regularly sampled pixels, and these 

saturation values are clustered as either hand or background using the K-means++ 
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clustering algorithm [17]. The K-means++ algorithm is an extension of the well-

known K-means algorithm improved with a randomized seeding technique. 

The binarizing threshold is computed as the midpoint between the maximum 

value of the less saturated background cluster and the minimum value of the more 

saturated hand cluster, that is 

  )min()max(
2

1
1 handbackgroundT   (5) 

Each pixel is then binarized according to the threshold T1, that is 

 


 


otherwise

yximagedT
yxbinary

,0

)),((,1
),(  (6) 

Here, image(x, y) is the image pixel at pixel position x, y, binary(x, y) is the 

binary pixel at position x, y and d(p) is the saturation function. 

Next, a second pass is performed to emphasize the divide between fingers. There 

may not be any background pixels between these fingers and the darkness values 

are therefore used instead. Only the pixels classified as hand pixels during the first 

pass are processed to compute a second threshold T2. This threshold is found by 

clustering a regularly sampled set of hand pixels into hand and background accord-

ing to pixel intensity using the K-means++ algorithm. The following intensity func-

tion is used  

  bgrbgrI 
3

1
),,(  (7) 

All the hand pixels found through the first pass is re-classified as background 

pixels if their intensity is below the threshold T2. This second pass ensures that the 

dark cracks between fingers sticking close together are classified as background 

even though their pixels are saturated. 

2.2 Landscape portrait adjustments 

The finger-ratio detection algorithm assumes that the two-hand finger-scans are ori-

ented such that all the fingers point rightwards. To ensure that images satisfy these 

assumptions a hand orientation step and possible rotation step are employed. 

First, a check is performed to determine if the image is in portrait orientation. If 

the image is in landscape orientation it is rotated 90 degrees to ensure that it is in 

portrait orientation. For an image to be in portrait orientation the height must be 

larger than the width.  
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Fig. 1. Determin-

ing the finger 

pointing direc-

tion. 

  

2.3 Micro image rotation 

Next, the tilt of the two hands is determined. The tilt detection is performed in sev-

eral steps. First, the centroid of the hands is computed by finding the midpoint of 

all the hand pixels. That is: 
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Here xi,yi are all the pixels labelled to be part of the hands and N is the number 

of hand pixels. This centroid is assumed to lie between the two hands. Therefore, 

the hand image is divided into two halves separated by the vertical line yc. The cen-

troid computation is thus repeated for the upper half and the lower half, respectively, 

giving the two new centres [xtop, ytop] and [xbottom, ybottom]. The angle of tilt A is then  

  bottomtoptopbottom yyxxaA  ,2tan180  (9) 

To reduce the computational load it is only necessary to consider a subset of the 

image pixels in order to get a sufficiently accurate result. A total of 100×100 regu-

larly spaced pixels were sampled in the above computation. Moreover, the compar-

atively expensive image rotation step is only performed if the tilt is larger than 5 

degrees as small angles have little effect on subsequent processing.  
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2.4 Macro Image rotation 

The final rotation detection step is to determine whether the fingers are pointing left 

or right. If the fingers are pointing left the image must be rotated by 180 degrees in 

order for the finger to point right. 

Fingers are detected by scanning the image vertically. The finger side will lead 

to more transitions between background and hand pixels compared to the palm side 

(see Fig. 1). 

The finger direction detection involves dividing the image into two halves along 

the vertical line xc, that is, the vertical midpoint of the hand. For each side the bina-

rized image is scanned vertically from top to bottom from one side to the other. If 

two consecutive pixels are different the difference is counted. After this step, there 

will be a sum of difference for each respective image half, namely left and right.  

If the sum of differences on the right side is larger than the sum of differences 

on the left side, it is an indication that the finger are pointing rightwards. However, 

if the sum of differences for the left side is larger than that of the right side, the 

image needs to be rotated 180 degrees, that is 

 rightleft   (10) 

To speed up computation only a subset of 100×100 pixels was considered.  

2.5 Noise removal   

To further eliminate noise in the binarized image and enhance the hand contour a 

median filter is used. Experimentation reveals that a median filter with a size similar 

to 1% of the image gives good results. For example a 31×31 median filter was used 

for images with a resolution of 2548×3508 pixels. To achieve computational effi-

ciency an adaptation of a generalised median filter was implemented. It comprises 

a sliding window that is moved across all the images of the image. For each pixel 

assessed the majority of pixels determine the final pixel value. For example, if the 

961 pixels of a 31×31 window contains 481 or more white pixels the current pixel 

is set to white, otherwise it is set to black.  

2.6 Hand outline extraction 

The outline of the hand is obtained by scanning the image from right to left with 

one vertical line at a time from top to bottom (starting at y=0). That is, the image is 

scanned in the direction from the end of the image towards the fingertips. Once a 
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pixel change is detected a potential finger candidate is found and the start point ystart 

is recorded. That is if 

 ),(),( 1 ii yxbinaryyxbinary  (11) 

The end of the finger candidate is detected once the pixel changes back to the 

background colour which point yend is recorded.  

A check is performed to see if the finger candidate segment [ystart, yend] is the 

result of noise or not by determining if the length of the segment is above a threshold 

W. The segment start and end-points that pass this test are stored in a list Mx. The 

threshold W was set to 

 
100

maxy
W   (12) 

Initially, the number of segments resulting from the vertical scan is zero. Once 

the tip of the first finger is detected the number of segments increases to 2. As we 

scan downwards the x-axis the number of segments will increase to 16, which means 

that all the fingers beside the thumb have been detected. Next, the number of seg-

ments will decrease as the scan reaches the crevices of the fingers, and of course 

increase once the thumbs are detected. In other words, an interesting finger feature 

point is encountered once there is a change in the number of segments resulting 

from a scan. The second part of the hand outline extraction involves combining the 

traces stored in M into two continuous hand outline curves. These continuous curves 

are found by connecting neighbouring points in M.  

2.7 Finger vector detection 

The finger vectors are computed using fine-tuned fingertip points D and the crease 

R of each finger. Fine-tuning is needed since the vertical scan line may have a dif-

ferent angle to the fingertip tangent. First, lines passing through the middle of each 

finger are found by using the first quartile point and the third quartile point on the 

curve going from the crevice point and fingertip point defining the curve segment 

as basis for the midline. The first quartile point is found by taking the ¼ point along 

the outline trace between the two neighbouring points of interest (see Fig. 2). Sim-

ilarly, the third quartile points of the finger are found by taking the 3/4 point be-

tween the estimated fingertip point and the two neighbouring root points. 

The finger midline is defined by the two midpoints between the two points on 

the ¼ along the sides of the finger, and between the two points ¾ along the sides of 

the finger (see Fig. 2). The crevice and fingertip points are then updated according 

to where midlines cross the hand outline curve. 
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Fig. 2. Scanning for the hand outlines (top left), fine-tuning the fingertip point (top right), deter-

mining the finger root points of the ring finger using the midpoint (bottom left) and detecting the 

index finger root using the normal (bottom right). 

The creases R of the ring fingers are simply found as the midpoint between the 

two neighbouring crevice points at the left and right side of the finger. The crease 

point for the index finger has only one reliable crevice point. The estimate of the 

crease is therefore defined as the point where the normal of the midline intersects 

the crevice (see Fig. 2). 

2.8 Digit ratio computation 

Once reliable finger crease points R and fingertip points D have been determined, 

the finger ratio for finger i and j is simply the ratio of the two finger lengths defined 

by the vector going from the finger crease R to the fingertip D: 

 

jj

ii

DR

DR
jiDR




),(  (22) 

Note that the digit ratio is computed for the left and the right hands, respectively. 
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Fig. 3. Finger length 

measurements. Error 

bars shows standard 

deviation.  

 

 

3. Experimental evaluation 

The method proposed herein was tested with 284 high quality hand images acquired 

using flatbed scanners. The scans were acquired by different researchers with dif-

ferent equipment, different setups and a diverse range of individuals. Common to 

all scans were that both hands of the individual were pressed palm-down against the 

scanner glass. The index and ring finger lengths for all the hand images were man-

ually measured using the standardized procedures outlined in [14] as reference. 

The algorithm was implemented in Java using a custom-made image analysis 

library. The Apache Commons machine learning library was used for clustering. 

The results were run on a high-spec Windows laptop. The unoptimized code took 

about three hours to process the images, that is, less than one minute per image. 

The result revealed that the algorithm was unable to process 44 of the scans 

(15.5%). A manual inspection of the problematic images revealed that the main rea-

sons were inability to separate the hands from the background or inability to acquire 

all the points of interest. For example, some of the images had backgrounds with a 

similar colour to the skin colour of the hands, which the binarizing algorithm was 

unable to handle. Some of the scans also showed hands where the fingers where 

facing each other instead of pointing in one direction. Clearly, the scanline proce-

dure is unable to capture the points of interest successfully if the fingers are not 

close to parallel with respect to each other. 

The algorithm was able to acquire finger length measurements for the remaining 

84.5% of the scans. A filtering step was performed to discard measurements that 

were out of range. The manual measurements revealed that the finger length varied 

from 5.92 cm to 9.07 cm. Therefore, results outside the more generous range of 5.5 

cm and 9.5 cm were discarded. In total, 119 images (42.3%) had to be discarded 

due to their out of range values since these would give unreliable digit rates. The 

remaining 121 scans (42.6%) were therefore used in the subsequent analysis. 
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Fig. 4. Histograms of the differences between the manually and automatically measured digit ratios 

for the right and the left hand.  

Fig. 3 shows the mean finger lengths acquired using manual measurements and the 

automatic procedure. The figure shows the two sets of measurements are similar, 

but the mean does not show discrepancies that exist for individual measurements. 

Moreover, t-tests revealed significant differences between the manually and auto-

matically acquired digit ratios for the left (t(119) = 1.98, p < .001) and the right 

hands (t(119) = 1.98, p < .001). 

To more closely explore the discrepancies between the manual and the automatic 

procedures the histograms of the differences between the digit ratios for the left and 

the right hands are plotted in Fig. 4. The histograms reveal large differences between 

the manually acquired digit ratios and those acquired automatically. The width of 

the distribution reveals that variations occur with more than 0.1, which is above the 

desired level for the method to be considered accurate. Although the histograms 

centre around zero, it is a bias towards the positive side for both hands. This suggests 

that there is a systematic error with the automatic procedure. 

Manual inspection of the individual results reveals several possible explanations 

for these results (see Figs. 5 and 6). First, not all the points of interest are identified 

correctly, especially for hands that are at an angle in relation to the scanning direc-

tion. Moreover, there seems to be frequent discrepancies between the actual finger 

crease at the root of the finger and the crease estimate acquired using the midpoint 

or normal (see Fig. 6 top left). The quality of the scanned images also affects the 

results. In particular if there are visual artefacts caused by poor scanners (see Fig. 6 

top right), skin coloured background (see Fig. 6 bottom left) and incorrect skin de-

tection if the hand is not fully pressed against the scanner glass (see Fig. 6 bottom 

right). 

These results suggest that future efforts should focus on further improving the 

robustness of the skin detection, making the point of interest detection invariant to 

the direction of the hands and consider each hand individually. Moreover, it may be 

necessary to optically search for the actual finger creases at the root of the fingers 

in order to achieve a sufficient accuracy, as estimations based on the hand outline 

appears to be unreliable. 

0

5

10

15

20

25

30

35

40

-0,2 -0,15 -0,1 -0,05 0 0,05 0,1 0,15 0,2 0,25

Fr
eq

u
en

cy

digir ratio difference

right hand

0

5

10

15

20

25

30

35

40

-0,3 -0,25 -0,2 -0,15 -0,1 -0,05 0 0,05 0,1

Fr
eq

u
en

cy

digir ratio difference

left hand



11 

Fig. 5. Successful 

measurements uncor-

rected (left), rotation 

correction (right).  

 

  
 

Fig. 6. Unsuccessful 

measurements. Inaccu-

racy of crease point 

based on outline (top 

left), scanner noise 

(top right), skin-back-

ground similarity (bot-

tom left) and finger 

above the glass (bot-

tom right). The yellow 

curves shows the bina-

rization boundaries.  

 

 

 

 

  

4. Conclusions 

Automatic detection of digit ratios has potential for several smart city applications. 

An automatic procedure for measuring digit ratios was therefore presented. The 

method was tested on a set of 284 images and the results compared with measure-

ments acquired manually. Although the results are encouraging, the accuracy and 

robustness is still not yet sufficient for professional applications, confirming that 

the automatic detection of digit ratios is a harder problem than it seems. Future work 

will therefore focus on improving the algorithm for separation of hands from the 
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background, handle each hand separately and develop an angle invariant hand out-

line analyser. Most importantly, an improved automatic procedure needs to perform 

an optical local search for the actual finger crease point where the finger joins the 

palm of the hand. The automatic detection of finger creases is a challenging problem 

due to the large diversity in the hand colour, texture and shape.  
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