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Abstract

Virtualization and virtual machines are becoming more amdenimportant for busi-
nesses. By consolidating many servers to run as virtual im@am a single host com-
panies can save considerable amounts on money. The sadngsfoom the better
utilization of the hardware, and by having less hardwarérieads maintenance.

There are several products for virtualization, and difiémethods to acheive the
virtualization. This thesis will focus on comparing VMwagSX Server and z/VM.
These products are quite different and run on differentward. The primary focus
of the comparison will be on management of the two differegntpcts.






Preface

This thesis is the conclusion of the Masters Degree on Nétvemd System-Administration
at Oslo College University.

My interest in virtual machines started when | started onntfassters degree. The
“Firewalls and intrusion detection” course were utilizimgtual machines to provide
a virtual network of machines for all the student groups.viliag this would be very
difficult without virtual machines.

During this period | started to use Xen, an open-source isoldor virtual ma-
chines. | was amazed by the ease of setting up new machingtgathof cluttering
my main Linux installation | could create a new virtual maehivhen | wanted to test
software.

My interest in IBM mainframes started during the last seerest the bachelors
degree. IBM were offering a course at Oslo University Caleupercomputers and
virtual operating systems®. The course covered the architecture of the System Z
mainframe, the z/OS operating system, and an introducti@\M.

This thesis started out with a goal of comparing the perfoiceaf z/VM and ESX
Server with regards to overhead introduced by the virtatibn. After some time it
became apparent that to compare the systems it was necéssaygnpare relevant
workloads. During the process of finding relevant workloa@M experts recom-
mended that the comparison should be on the managemerdadnsteerformance.
The experts suggested that comparing the performance Wettlosb complicated and
time consuming to finish in the given time frame.

This suggestion were followed and the focus was shifted topasing the man-
agement of the two systems instead. This caused the compdasshift from being
guantitative to qualitative, which was a change | did notlyeaant. | feel that the
thesis lost a lot of it’'s “edge”, but being able to finish therlwavas most important.

http://www.iu.hio.no/teaching/materials/MS014A
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Chapter 1

Introduction

Virtual machines is an old concept. Virtual Machines werst fitefined and imple-
mented several decades ago. The latest years it has becoragapular than ever.
One of the first virtual machine implementations were CPe8He IBM s/360 main-
frame. The motivation for implementing it was to allow mplé users access to do
work on the mainframe. As the name says, it was implement&86i7, 40 years ago.

This thesis will cover different virtualization technicmi@and methods, with the
primary focus on virtualization on the IBM System z mainfea/VM) and on x86
with VMware ESX server. These two products will be comparéith focus on man-
agement of the different products. There are of course miatéopms and products
available. Solaris zones, Xen, MS Virtual PC, KVM (linux)damore. The choice
of platforms and products were motivated by the needs ofdhgany this work was
done for.

The initial focus of this thesis was to compare the effectdss of z/VM and
VMware ESX Server. During the work it became apparent thattimparison would
become complex and time-consuming. IBM experts recomntetmlehange the fo-
cus from performance to management. This recommendatiagnfellawed. As a
consequence of this change of focus, the comparison hagethdmm quantitative to
gualitative. Another consequence is that the comparisee heen extended to include
additional management tools.

There are not many papers focusing on the management cdivinachines. Most
cover techniques to implement virtual machines[1] [2] [&] [5] [6] or performance
of virtual machines [7] [8] [9]. The complexity of managing@tual machines is inter-
esting to the persons doing the management, and their manage

The complexity of managing virtual machines defines the meedocumentation,
mentoring and resources needed.

1.1 The purpose

The purpose of this work is to determine the complexity of agang the different
systems, and to answer the question: “Which of the two sysisrthe best to work
with, with regards to management?”.



CHAPTER 1. INTRODUCTION

1.1.1 Whatis management?

Before the question can be answered we need an understasfdiigat management
of servers is. By using the lifetime of a normal server as &sbha& can list the different
tasks that have to be done.

When a company need a server, they plan the kind of workloadllirun and
the necessary resources to run the workload before orddrinbhe company then
orders the server from a vendor. In a virtual environmerig, ithhthe same except that
the company doesn’t order a new server, the new virtual macisi defined in the
virtualization software.

A server can be delivered with or without an operating syst&rmserver without an
operating system needs to have one installed. This is the saawirtual environment
where all new VMs are without an operating system.

When an operating system is installed and the server is mgritis designated
workload, there are other tasks that must be done. The peafure of the server
should be monitored to make sure it performs well enoughhdfe are performance
problems, they have to be solved (e.g. by buying additioaatllvare). The data on
the server must be backed up, and there should be a disasteerg plan for it. This
also applies to virtual machines.

When a server is no longer needed it can be sold or end up inatfage. With
a virtual machine, the server is simply removed from theuairenvironment and its
resources returned to the environment.

We end up with the following list of tasks related to managasggrver:

1. Plan resources

2. Buy new server

3. Install an operating system and applications

4. Monitor performance, solve performance problems
5. Backup data

6. In case of disaster, effectuate disaster recovery

7. When the machine is no longer needed, get rid of it

1.1.2 Criterias for comparison

To be able to compare the two systems we need a set of crit€@iss natural criteria
is the properties and features of each system. This critewar both hardware and
software.

The second criteria is how easy the systems are to use. Avsgsteuld be easy to
use, and still not hinder users with great knowledge of tstesy.

Availability of documentation, and quality of the documatitin is the third and
last criteria. The availability and quality of documenpatigreatly influence the system
administrators ability to learn the systems, and use théactafely.
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1.2. DOCUMENT ORGANIZATION

1.2 Document organization

This chapter contains the introduction to the work. Chapteover the background
material, e.g. what a virtual machine is and why virtualaatis useful. It will also
describe different types of virtualization and their diffieces. Chapter 3 will describe
the hardware architectures for z/Architecture and x86, tardsoftware used for vir-
tualization. A more practical view of the systems will be ggeted in chapter 4. A
summarization of the results is done in chapter 5. Chaptansl@ contain a discussion
of the results, and a conclusion.






Chapter 2

Background

This chapter covers background information about virazion.

2.1 What is virtualization?

One definition of the wordirtual is: existing in essence or effect though not in actual
fact®. By using this definition we can definirtualization ascreating an object which
exists in essence or effect though not in actual.fact

An IBM poster from 1978 had the following explanation of vial memory:

If it's there and you can see it - it's REAL

If it's there and you can'’t see it - it's TRANSPARENT
If it's not there and you can see it - it's VIRTUAL

If it's not there and you can't see it - you ERASED IT!

Virtual memory is a very good example of virtualization. hmetearly days of
computers memory were very expensive, while storage (hiaet were cheaper. As
programs grew more complex and needed more memory, it wassay to give
them more memory. Real memory were expensive and it was s@ye® find a
cheaper solution. The problem was solved by using virtuahorg. The memory an
application saw was virtualized. By using virtual memorwés possible to use disk-
storage to expand the amount of real memory. This expansésa done transparent
to the application.

2.2 Virtual Machines

Goldberg[4] defines a virtual machine as “An efficient, isethduplicate of the real
machine”. This definition imposes some restrictions orugirimachines. The virtu-
alization must be efficient, inducing only a small amount eérhead. The different
virtual machines must be isolated and not allowed to toudh ethers data. Each
virtual machine must be a duplication of the real machire,an x86 machine cannot
present a virtual environment resembling a machine of audifft architecture.

Ihttp://wordnet.princeton.edu/
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Prior to virtual machines techniques for sharing of a compsystem included
multiprogramming, multiaccessing, multitasking, muitipessing [10]. With multi-
programming multiple programs were loaded into memory. kVaeprogram was
finished or stopped, the next program could run. Using nadéasing multiple users
access the system. With multitasking a system can suppdtipfatactive processes.
Multiprocessing allows multiple processes to be executattarrently, using more
than one processor.

Virtual machines is an extension to these techniques. Withal machines the
hardware resources is shared/split to allow many virtustiesgs. The aforementioned
techniques can be used within a virtual machine.

2.2.1 Processor requirements

The instructions in a processor must behave in a certain wayake virtualization
possible. The instructions can be divided into three groppsileged, sensitive and
unprivileged. Privileged instructions have access to thel\vare and the machine
state. Giving all programs access to privileged instrudigives all programs full
control of the machine. Unprivileged instructions arernstions that doesn’t access
the hardware or machine state. These instructions are’;'safd can be run by any
program without compromising the machine.

A privileged instruction is an instruction that can only iiarprivileged mode. If it
is run in unprivileged mode, it will cause a trap, which givesitrol to some software
which will decide how to handle the instruction. Since auattmachine will run in
unprivileged mode (even the kernel of the guest), theses tragst be handled by the
software providing the virtualization. The software malyefiéhe result of the operation
so that the guest will get the result it expects, or it can haimstruction on behalf of
the guest.

Unprivileged instructions are instructions that is nowieeged, and can run in
every mode, both privileged and unprivileged.

Sensitive instructions can cause problems for virtudbratA sensitive instruction
can run in both privileged and unprivileged mode, but theultesf the instruction
depends on the mode it is run in. Instructiamin in privileged mode may retui but
returnl if it is run in unprivileged mode.

Grouping the different instructions into different sefs,is the set of all instruc-
tions, P is the set of privileged instructions, is the set of sensitive instructions and
U is the set of unprivileged instructions. 3fis a subset oP, virtualization is easily
possible. However, whefi is not a subset oP, virtualization is more difficult. x86
processors prior to getting hardware support for virt@dion have several instructions
where the set of sensitive instructions is not a subset gitilideged instructions [11].

2.2.2 Virtual Machine Monitor

Virtualization at the hardware layer is done between thewiare and the guest virtual
machines. This virtualization is done by having a small tapfesoftware between the
hardware and the virtual machines. This is called a VirtuathMne Monitor (VMM).

Popek and Goldberg describes the following properties dftad Machine Mon-
titor (VMM)[4]:



2.3. VIRTUALIZATION

» “Provides an environment for programs which is essentigkntical with the
original machine”

» “Programs run show at worst only minor decreases in speed”
* “Is in complete control of system resources.”

These properties implies that programs running in a virtnathine must show
the same behaviour as when it is running on a physical mad¢biwpt timing, and
resource availability). “Duplicate” implies that a timéwasing OS can not be classified
as a VMM.

Efficiency

The requirements set by Popek and Goldberg [4] requiresalshtistically dominant
subset of the virtual processor’s instructions be execdiegttly by the real proces-
sor”. The instructions that cannot be executed directlyFenreal processor cause
VMM intervention. The VMM can emulate the instruction foretlvirtual machine.
Every VMM intervention causes overhead and to maximize tfieiency, it is neces-
sary to minimize the number of VMM interventions.

2.3 Virtualization

Virtual machines can be implemented in different ways, drdifeerent levels.

2.3.1 Different techniques

There are different ways of providing a virtual machine:
* Full virtualization
 Para-virtualization
* Emulation

With full virtualization, the guest OS runs without modifiicans and a full virtual-
ization of the hardware is provided to the guest. The vintmathine is a virtualization
of the underlying hardware.

It is also possible to modify the guest OS to be aware thatuinging in a virtual
machine. This is called para-virtualization. By modifyitige guest OS, it is possible
to make the virtualization more efficient. Para-virtudii@a also provides a virtual-
ization of the physical hardware.

By using emulation, the underlying hardware is not virzedi. By using emu-
lation the environment of a virtual machine can be an Amigany other emulated
hardware.
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2.3.2 Different layers

The virtual environment can be provided at different layera server. The layer used
to provide the virtual environment influence the perforneatthe virtualization.

» Between hardware and operating system
» Between operating system and application

» Between application and application

Providing the virtual environment between the hardware@etating system re-
quires a Virtual Machine Monitor. The purpose of the VMM ispmvide isolation,
scheduling, management of resources and to make sure ¢heirtilnal machines can
run properly. In terms of performance, isolation and resewontrol, virtualization at
this layer is advantagous. One problem with this layer is tialtiple guest operating
systems are run at the same time. This consumes more resthacevirtualization at
the OS level [1].

Operating system level. Support for virtualization is igpkented in the operating
system. The OS is responsible for providing the virtual nreelenvironments. Ex-
amples of virtualization at this layer include Linux VServeBSD jails and more. By
using this layer a some resources are saved. The isolatitie servers is done by the
OS. Only one OS kernel needs to be running and there is onl{D&eesponsible for
paging. The VMs can get access to hardware via the host O&sslrLinux-VServer,
OpenVZ and FreeBSD jails are examples of software providingalization at the
OS-level.

Virtualization at application level is done in an applicati Examples of virtu-
alization at this level includes the Java Virtual Machindyieh is a virtual machine
designed to run java bytecode. Emulators are also ofteringrat this layer.

2.4 History of virtualization

IBM

Cambridge University started using CP-40 in 1966. It wasingon a modified Sys-
tem/360 model 40 (a dynamic address translation (DAT) @ewes added). With
System/360 Model 67 a DAT device were included. CP-67 wertanrto facilitate
this device. VM/370 for System/370 was released in 1972tuslirmemory for Sys-
tem/370 were announced at the same time.

In 1987 IBM introduced logical partitioning on their maiafes. A logical par-
tition is in effect a virtual machine. Until the z990 mainfia, using LPARs was
optional. The z990 and the newer z9 cannot run without ldgiagitions [13].

System/370-XA (Extended Architecture) was introduced983. Among the en-
hancements were 31-bit address spaces and the interpegéeation achitecture. The
host/Control Program (CP) can put the machine in intengetkecution mode by is-
suingthestart interpretive execution(SIE)instruction. Inthis mode the
machine can support different architectures, S/370, SK3X0ESA/370, ESA/390 or
VM Data Spaces mode. Special hardware allows the machinidmetly interpret

10
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functions. Most of the functions are handled by hardwareepk some which are
handled by the control program using simulation.
The history of IBM and VM is covered in great depth by Melindarin [14].
More stuff here.

2.5 Why use virtual machines?

One of the biggest benefits of virtualization is consoliolatdf otherwise underutilized
servers onto fewer physical servers. Unix and Windows sgmien have poor pro-
cessor utilization. A server must be able to handle the loadl #mes. The load on a
server is usually not at the average at all times, but varigstive time of day and the
type of server. Since the load varies, traffic peaks occue Sdrver must be able to
handle the peaks.

Using virtual machines can lead to better utilization ofttlhedware if servers with
loads that doesn’t coincide is migrated to virtual machidbphysical machines need
some resources, like physical space, power, network ctiongcooling.

2.5.1 Advantages

 Server consolidation (less hardware)

» Better utilization (many servers idle much)

* Less maintenance (less hardware, and people)

» Hardware independence (makes migration possible)

* Better availability (migration of virtual machines)

 Less cabling

» Reduced physical space

» Reduced power consumption

2.5.2 Disadvantages
» Many eggs in the same basket (hardware failure can take duany servers)

» Not all workloads are suitable to be run in a virtual machine

2.6 Criterias for effective virtualization

Not all workloads will run effectively in a virtual environemt. One of the goals of
virtualization is to increase the utilization of the phydicesources. The best candi-
dates for virtualization are machines that are underetiljor heavily utilized in only
a small fraction of the time.

No matter how much money is spent on physical machines, treuainmof re-
sources will always be finite. In other words, the amount ofsidal resources is

11
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O Server B

O-O Server A
80— *—x Total n
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Figure 2.1: Workloads suitable for virtual environments

always a limiting factor. This means that it is necessarylam pthe number of virtual

machines and what kind of workload they are running. In ganiiis advantageous to
combine multiple virtual machines with low utilization, wirtual machines on which
the high utilization is not coinciding with regards to timehigher average utilization
is wanted. At the same time the system needs to be able toehpedks in utilization

in a good way.

Figure 2.1, and 2.2 on the next page show the workload of tiferdnt servers.
Server A and Server B have different workloads. The maximwrkisad the physical
machine can handle is 100%. The total workload of both sefigealso shown. As we
can see from figure 2.1, these two servers fit into a singleipdlymachine.

Figure 2.2 on the facing page shows a situation where theloam& do not fit very
well. Because both servers are using significant amountolrees at the same time,
they have to compete for the system resources. These sarearnst suitable to run as
virtual machines on the same physical machine.

A scenario with coinciding high utilization leads to a vengtn utilization in pe-
riods of time. It also causes latency to rise because meltiptual machines are
contending for the resources at the same time.

One example of a problematic workload is misconfigured Ligu&sts. By default
Linux runs some jobs at a specific time every day (e.g. uptate@onsidering a
scenario with 100 virtual machines running a job at the same,tproblems will
occur. Using updatedb as an example. Updatedb indexe®dildk in the filesystems
that belongs to the virtual machine. Running 100 very |0nsiee and possibly long-
running jobs at the same tinvéll cause problems. This problem is described by Turk
and Bausch [15].

Monitoring may also be a problem for virtual machines. Likeother programs a
monitoring agent consumes resources. On a real machindotgtof spare capacity, it
is usually not a problem if the monitoring agent uses 5 pdrafa processors capacity.

12
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200

OO Total
OB Server Al
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\
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Figure 2.2: Workloads unsuitable for virtual environments

With many virtual machines on the same host this quickly bezoa problem. With

20 guests, a full cpu will be used for monitoring. When chngghe monitoring agent
it is therefore important to choose a lightweight one.

13






Chapter 3

Theoretical comparison

This will be a theoretical comparison of the different vati@ation techniques, the
relevant hardware and the relevant software. It is necgssalescribe both hardware,
software and the virtualization techniques to get a fultypie.

The first section will be a description of the virtualizatitechniques, the second
will be a comparison of the hardware, and the third will be enparison of the soft-
ware. In the fourth section the hardware support for viraadion will be described.
The following sections describe the VM software, needethsifucture and general
advantages and weaknesses of each system.

3.1 Virtualization techniques

The two systems use different techniques to provide thaealignvironment and to run
the guests.

3.1.1 ESX Server

The x86 platform is not ideal for virtualization. One of theplems is that the hard-
ware instructions does not behave properly [7] accordingg@equirements for virtual
machines [4]. The newly introduced hardware support fduglization removes this
specific problem.

On the x86 architecture without hardware support, the nmprogram can find
out what privilege level it is running in and some privilegedtructions do not trap
when running in user-mode. This is a major problem becausgeged instructions
must be handled by the VMM. This problem can be solved by usinary translation.
VMware uses binary translation to avoid this problem. Theaby translation changes
the problematic instructions while the program is runnim@toid the problems.

Binary translation use cycles, but the translation can edslnce the amount of
cycles used. Translating a privileged instruction so thegig are avoided can reduce
the amount of cycles used. Adams and Agesen compared thenawfarycles spent
on ther dt sc instructions on a Pentium 4 [7]. Using trap and emulate idu&@30
cycles, while using translated code it used 216 cycles.

By using adaptive binary translation, the number of trapsed by non-privileged
instructions are dramatically reduced. Instructions thegt frequently are translated

15
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to avoid the trap.

3.1.2 z/VM

The z/Architecture has very good support for virtualizatiorhe support for virtual
machines on IBM mainframes started with CP-67 in 1967. IBMehsince then con-
tinued development of both software and hardware to supfitual machines effi-
ciently.

IBM introduced interpretive execution with System/37044]. It has later been
extended[17]. Thetart interpretive executiooommand changes the machine mode
to “interpretive-execution”. A state description deseslihe state and architecture for
the VM. The hardware allows interpretation to run at spedasedco the native speed.
Most instructions are run without intervention, but wheteimention is needed, the
state description is updated and the execution is retumétetcontrol program. The
problematic instructions are then simulated by CP. CP catraldhe conditions which
causes interception by setting timerception control bitsn the state description for
the VM. SIE can be used to virtualize SIE, but the performaadegraded when more
than two levels of SIE is used.

A OS sees it's storage as one continuous block. This doesecessarily represent
the actual location of the storage. The block the OS seesecarcbllection of memory
pages scattered in the real memory. Before the machine cassathe memory a guest
addresses, it needs to translate the address into the ahgsidress. This dynamic
address translation (DAT) is performed by hardware. If tH& i® replaced with a
hypervisor (CP), a second level of address translatiortigdnced. The VM’s address
must be translated to the hypervisor’'s address which musahslated to the physical
address. This translation is also done in hardware.

3.2 Hardware

It is obvious that the hardware of a mainframe and an x86 madkivastly different.
In essence both are computers, but their architecturesféaeedt. The price tag also
indicates that they are very different. A cheap x86 macharel®e bought for a couple
of thousand NOK, while the prices for the z9 mainframe startsind 1 million NOK.

3.2.1 General info

Computers need processors, memory, storage and inteffilacse operators. Al-
though these components are needed in all computers, treraamy different ver-
sions of each component. The components are also intercieohéifferently.
Observing the z9 mainframe and an x86 server from a birds @yé @f view, they

are the same. They both have processors that controls tl@mhave memory and
storage for storing data, and they both have a interfacederators. Comparing with
this amount of abstraction does us no good. A more detailegpadson will be done
in the following sections.

16



3.2. HARDWARE

x86

The x86 architecture is one of the most commonly used aathites. It is used in
machines ranging from laptops to powerful servers.

Compared to the IBM z9 mainframes, there is not a specific gordtion for for
x86. There is a variety of different processors availaliie,amount and type of mem-
ory depends on how much memory the motherboard supportsie€bons to the net-
work also depends on the motherboard. Some have integraelitgnetwork cards,
while others don't. 10 connections are usually provided @gliag special cards. The
number and type of cards depend on the motherboard. Sonegedifftypes: PCI
33MHz, PCI 66MHz, PCl-e and PCI-x. The differences betwédmsé is bus speed,
bus width and number of devices on each bus.

The processors for x86 are very diverse. Ranging from siogte processors
with 256KB cache to quad-core processors with 8MB cache.relage a number of
different sockets (for connecting the cpu to the mothertboavailable. The processors
also vary with regards to the memory bus speeds they sugpartessors are mainly
produced by Intel or AMD. At the time of writing, a popular sedbp (komplett.no)
offers 47 different x86 processors.

Considering rack-servers, these numbers describe themmaxiprocessors and
memory in x86 servers offered (as of may 2007) by some largpligus:

Dell Max 8 cores and 64 GB memaory
HP Max 8 cores and 128GB memory
IBM Max 8 cores and 128GB memaory

Sun Max 16 cores and 128GB memory

IBM System z

The IBM System z is IBMs series of mainframes. Mainframesehlagen used for
many decades, and they are still popular. Especially banksrance companies, fi-
nancial organizations, public institutions, big retaskgpanies, arlines and more com-
panies are using mainframes.

Z9 is the newest generation System z. This mainframe sugpppitb 54 processors
and 512 GB memory.

3.2.2 Comparison
This part will contain a comparison of x86 and z9. There istafalifferences. The
comparison will cover: processor, memory, IO, net.

General

IBM has one huge advantage over virtualization solutiomsx86. IBM is both cre-
ating the softwareand the hardware. By having full control over both hardware and
software, it is easier for them to adapt the hardware to suprtualization better.
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Virtualization on x86 on the other hand has an advantagerefards to price, and
initial cost. It is much easier to buy a 20000 NOK server arbex! later, than to buy
an z9 up front for more than 1 million NOK.

If a big company definitely know that they will have enough o$@a mainframe,
it will be easier for them to buy a mainframe than it would bedesmaller company
that doesn’t necessarily know if they will need it, or if thasiness will expand (fast)
enough.

x86 hardware is generally cheaper, one of the reasons fighikely that x86
hardware is produced in vastly higher quantities than zévare.

z9

The architecture of the z9 server is different from the x8thaecture. The physical
server contains: power-supplies, refrigeration unitsCQage, 10 cage(s), optional
batteries and support elements. The CEC cage containsdbhegsors, memory and
connections to the 10 cages. All components in the z9 sereeatdeast duplicated.

CECcage The CEC (Central Electronics Complex) cage can host up td'bmoks”.

A single book contains up to 16 processors, 128GB memory &tdaAs (Memory Bus
Adapter) cards. The books in the CEC cage is connected ingparate rings. These
provide redundant connectivity between the books. Eveanghdhe processors and
memory is located on different books, a System z server israrstric multi proces-
sor (SMP).

Processors The processors in a book are located on a single multichipuregtCM).
This module contains processor units (PU), system coatr¢8C), 40 MB L2 cache
(SD) and storage control (MSC) chips. There are 8 processits an each MCM.
On all but the largest z9 configuration, 4 of the PUs are siggle and the last 4
are dual-core. Each PU has 512KB level 1 cache, 256 KB for alatla?56 KB for
instructions.

On the largest z9 servers, with 4 books installed, there 4i@ailable processors
(plus 2 spares, and 8 SAP processors). These have a totaDbfBL&vel 2 cache
available. The amount of level 2 cache is important wheningimany virtual ma-
chines. A context switch between guests and z/VM cause meweai data between
the CPU(s) and memory. Accessing data in level 2 cache isfisgmtly faster than
accessing it from RAM.

Official pricing of the normal processors have not been foltlithe price for the
IFL processors is approximately $95,000 (z9 BC) or $125(@9EC) USD [18]. The
IFL processors can only be used with z/\VM and Linux workloadd is cheaper than
the normal processors.

Memory The total amount of memory supported is 512GB. The memorprisasi
between 4 books which can contain 128GB each. Memory cands¥eat in 16GB
increments.
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IO Each book has 8 Memory Bus Adapters, each with two full-dugl@GB/s STI
(Self-Timed Interface) connections. The STls are used tmect to 10. Utilizing all
STls gives a maximum internal 10 speed of 172.8 GB/s full dupl

The z9 have three 10-cages. By default only one is used, leutdulstomer can
order more. The 10 cages support connections to the digkrsgsand network. It
also supports cards for Coupling Links and crypto accditama Each 10 cage has 28
slots. The types of cards and number of cards is decided byuttemer.

Disk The disks are not local to the mainframe, but placed in déslicdisk-units.
These units are connected to the mainframe via dedicatethelsa The z9 can support
two different channel types, ESCON and FICON. SCSI is alsilave with z/VM
and Linux. The Ficon Express2 delivers a maximum of 270MRfsghannel. A z9
can support up to 336 of these channels, giving a maximum G29GB/s between
the disk-systems and central storage.

Network The network interfaces are located in the 10 cage(s). Theeevariety
of different cards available, the fastest one being OSA &g 10GbE, which can
support up to 24 ports.

There is also support for local networks within the mainfeanp to 16 hiper-
sockets, networks between LPARS, is supported.

Xx86

As mentioned earlier, the x86 architecture servers are mivezse than the System
z mainframe. There exists a lot of different possible comfijans. There are many
different types of processors and memory available.

Processor x86 processors can be 32-bit or 64 bit. Most are manufactoyedMD
or Intel. Both of these companies have a wide range of diftegpeocessors. Ranging
from cheap desktop processors to processors meant forseme/or large clusters.
Both companies have recently added hardware support foralization to their pro-
cessors.

Memory As with x86 processors there is a variety of different typésnemory
available. DDR, DDR2. The memory speed depends on the memabetween
the memory and the processor(s), e.g. PC3200 have a 400M3ZAEB700 have a
much faster bus. The memory doesn't only differ on bus spagdilso on latency and
error-checking.

IO Internal storage is often provided via integrated SCSI & td the motherboard.
Depending on the size of the server, it can offer zero or mois for additional cards
for storage. With virtual machines one of the advantageari@dviare independence. To
be truly independent of the hardware the VM is running onustralso be independent
of the storage. Using local disk drives causes dependence 8ie disks can only be
used by one physical server. By using a storage area net@#K) instead, the
storage is available for many servers via a network.
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Network Most servers have network cards integrated on the mothetbdiais not
uncommon to have two integrated 1 Gbit network cards. Aclditi cards can be added
to the expansion slots.

3.3 Hardware support for virtualization

Virtualization can be done 100% in software, but doing so tmaglow. Adjusting the
hardware to accomodate to virtualization can give a perdoce boost for virtualiza-
tion.

The mainframe has two huge advantages with regards to hexdsugport for
virtualization. The first one is that virtualization was firmplemented in the late 60s,
and is thus very mature. The second advantage is that IBMaisiitoth the hardware
and the software for virtualization on the mainframe. Thigkes it a lot easier to
adjust the two to work together efficiently.

Intel and AMD have recently added hardware support for alization in their
processors, Intel VT and AMD Pacifica.

3.3.1 z/Architecture

Since virtualization has been used on mainframes for dec#ue hardware support is
much more mature than on x86.

Logical Partitioning

The System z servers support dividing the available regsufcpu, memaory, channel
paths) into subpools[19]. These subpools are called lbgasitions (LPAR). Each
LPAR can run it's own operating system. The separation oféiseurces into LPARs
is done by PR/SM (Processor Resource/Systems ManagerR+.Bre an example of
hardware virtualization, like z/VM.

A z9 server can be partitioned into 60 logical partitionse Partitions are defined
through IOCD/HCD. Addition and removal of the definitionstbé logical partitions
is not possible without restarting the server, but an LPAREdefined but not in use.
It is thus possible to define more LPARSs than necessary, driddeextra LPARS be
unused. Doing this removes the need to restart the server ashew LPAR is needed.

Processors can be dedicated to a partition or shared betwekiple partitions.
Memory is dedicated to a partition, but can be reconfigured prior planning.

Interpretive Execution
The Start Interpretive Executiomstruction is implemented in the microcode of a z9
mainframe. SIE have been described earlier in this chapter.

QDIO and Hipersockets

Queued Direct 10 allows the 10 subsystem to write directlpia virtual machines
memory, bypassing PR/SM and z/VM altogether. When a VM winsend a network
packet, it uses a signal adapter instruction (SIGA). TheASt@ntains a pointer to the
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data it the VM wants to send. The OSA adapter can read datetlgifeom memory,
and write data directly to memory.

Hipersockets is an internal network within the mainframeis limplemented in
microcode. The microcode emulates an OSA-express QDI@fact It's purpose is
to provide fast network connectivity between LPARs. Comioating via HiperSock-
ets does not use the 10 subsystem or an OSA-express adappersdtkets is also
referred to as Internal QDIO.

3.3.2 x86 architecture

Intel and AMD have recently introduced hardware supportvidiualization. This
support introduced an additional execution mode, dhestmode, which has less
privileges[7]. This execution mode executes guest codectiijr A virtual machine
control blocks(VMCB) contain the state descriptions of the guests. The \BVis0
contain control bits which control the conditions for VMMénvention. When VMM
intervention is needed, the machine exits from guest mbaeyMCB is updated and
execution is continued in the VMM. The VMCB contains infortioa about why the
guest exited. When the VMM has finished, the machine is seddo guest mode
again and execution of the guest continued.

Exits from guest mode are expensive, and influence the peafoce of the virtu-
alization. A guest that never exits will run very fast, whalguest that exits very often
will run very slow. Guests doing IO will cause many exits, l@hjuests that only do
calculations will cause very efew exits.

The performance of the hardware support for virtualizatarx86 is not yet good
enough. VMware compared virtualization with hardware aoitvgare[7]. The soft-
ware approach performed better. Their comparison showshbgerformance gets
better with newer processors.

3.4 VM software

z/IVM and VMware ESX Server is the software used in this conspar z/VM is
the virtualization software for the IBM System z serversg &fiMware ESX Server
is one of VMware’s products for virtualization on the x86 thtem. ESX Server is a
hypervisor. z/VM is the virtualization product for the Sgist z servers. z/VM can be
run directly in a logical partition on a System z server, odemanother instance of
zIVM.

3.4.1 Management

Comparing the management of the two different productstésasting. The complex-
ity of management gives us insight into how much time (and egdpmust be spent
on management tasks. The complexity also shows how mucliaspeowledge is
needed. This again shows how easy it will be to replace anrastmator (e.g. if the
person becomes fatally ill or is otherwise prevented frormglohe job). If a person
doesn’t need much special knowledge to manage a product) hewelatively easy
to replace that person.
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Figure 3.1: Possible ways to partition and use VMs on Series Z

Comparing the complexity of management is difficult to do ih0®% objective
way. Some people may find some aspects to be obvious, whigesofimd them to
be difficult. This comparison will be performed by the writdrthis thesis, and will
be as objective as possible. The writer does not have extepsior knowledge of
either product, and should not be biased in any directiomceShis knowledge of
both products were on approximately the same level, he dhoeilable to give an
objective comparison of the complexity of managing the potsl His knowledge of
the different hardware platforms is biased to the x86 ptatfor his reflects the general
platform knowledge, since the x86 architecture is much madely in use than the
z/Architecture.

The rest of this thesis will mainly be focused on management.

3.4.2 z/VM

As previously written z/VM is the product for running virfumachines on the System
z servers. Asthe name implies z/VM is written for System ziamebt compatible with
other hardware architectures. Figure 3.1 the differergrayhat operating systems can
runin.

Hardware

z/NM supports up to 32 processors and 128GB of memory. A z9irzane supports
more processors and memory than this. To utilize the resteofésources, additional
z/VM installations can run in other LPARSs.

Supported Operating Systems

z/VM supports the operating systems that can also be rundgiedl partition on the

mainframe. This includes: z/OS, OS/390, VSE/ESA, z/VSH;, T#TPF, VM/ESA,
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z/VM, z/OS.e and linux [20].

Memory management

z/VM have a hierarchy of storage[21]. This hierarchy camasf main memory, ex-
panded memory and page space on DASD (disk). Main memorydstlyi available
for the programs, and directly addressable. Expanded meexists in the physical
memory, but is only addressable by whole pages. Paging spaterage on disk
drives (DASD).

zZ/VM can use expanded storage as a fast paging device. Pagamysical mem-
ory is much faster than paging to disk. VMs execute in mairegf®, and since not all
of their memory pages are used all the time, some pages camwEdnto expanded
storage or disk. Pages in expanded storage can be movedisimi@ge or page disks.

Linux will by default use all the available memory. It will @snemory to cache
data from disk to save disk accesses. This makes sense olcatddccomputer, not
using the memory would be a waste of available resources.

z/VM has a minidisk cache which is available for all VMs. Iflix VMs are
allowed to use large amounts of memory to cache the disk,dhe\of the minidisk
cache diminishes and the waste of memory increases. Siacmithidisk cache is
shared between the VMs, it is better to use memory on the iskn@ache and reduce
the caching as much as possible in the VMs.

z/VM also supports virtual disks (VDISK), which are minikiéswhich only exists
in memory. These are great swapdisks for linux. The virtiskgidoesn't use memory
until they are used. As long as a VM doesn't swap, no memorlbeilused by the
vdisk.

When configuring z/VM it is necessary to plan for paging. Gemmitment of
memory enables more VMs to run. It is generally not recomradrtd over-commit
memory more than 1:2. The level of over-commitment depemdthe workloads of
the virtual machine. The z/VM paging algorithms are tunedafbierarchy of storage.

Network

Connecting every virtual machine to the network with a detdid network card causes
a large demand for network cards and connections from theonletcards to the ex-
ternal network(s). To solve this z/VM supports multipleegof internal networks.

CTC A Channel To Channel network is a connection between two VMSs.

Guest LAN A guest LAN is a simulated network within z/VM. Many VMs can
connect to it and communicate directly with each other.

VSWITCH A Virtual Switch is much like a guest LAN, but it also suppodsn-
necting to a real network interface (OSA adapter). The VS@HTcan operate on
two layers of the IP-stack, layer two and three. With layee¢h the VMs address
each other with IP-addresses, while they use MAC-addregkern the VSWITCH is
in layer 2 mode.
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HiperSockets HiperSockets are networks between LPARs. The functignadiim-
plemented in the microcode on the System z servers. HipkeBodunctions like
QDIO devices. Since HiperSockets are internal in the setliey are also referred to
as internal QDIO (iQDIO).

Disk storage

The disk storage in z/VM is provided from disk-systems witlarnels to the System
z server. When z/VM has been allowed access to a disk, it @it tesstore VM files,
paging and spooling.

3.4.3 VMware ESX Server

ESX Server is one of VMware’s product for running virtual rees. It can be run
on x86 architectures (both 32bit and 64bit). ESX Server iming directly on the
hardware as a hypervisor while VMware Workstation and Sdas/eunning on top of
an operating system.

VMware ESX Server is now a part of VMware Virtual Infrastru 3 (V1). It can
no longer be ordered separately. VMware VI is available iegleditions [22]: Starter,
Standard and Enterprise. The Starter edition doesn’t stg#dN and cannot be used
on servers with more than four CPUs and 8 GB of memory. Thedataredition does
not have the limitations that the Starter edition has. b atsludes Virtual SMP. The
Enterprise edition supports more features than the Stdretition: VMotion, High
Availability (HA), Distributed Resource Scheduler (DRM)diConsolidated Backup.

To be able to use VMotion, DRS, HA and Consolidated Backugp iitdcessary to
also buy VirtualCenter Management Server.

Hardware

ESX Server supports up to 32 logical processors and 64GB myerAd/M may use
up to 4 logical processors and 16GB memory.

Supported Operating Systems

ESX Server supports a larger group of operating systemszhévi. This group in-
cludes Windows, Linux, Solaris and FreeBSD [23].

Features

Virtual Infrastructure has some interesting features. avalability of these features
depends on the edition of VI.

VMotion VMotion enables migration of running guests from one hosarother
while they are running.
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High Availability = HA monitors the physical and virtual servers. If a physiehsr
goes down, and there is enough resources in the rest of theiGItHA can start the
VMs that were running on the dead host on the other hostsislfiged with Distributed
Resource Scheduler (DRS), DRS will choose the optimal phi/sierver to start the
VM on.

Consolidated Backup Consolidated Backup is a centralized backup solution.gt su
ports backing up and restoring entire images, and also filddaectories for VMs
running Windows. To reduce the network traffic it is connddie the SAN via Fibre
Channel.

Distributed Resource Scheduler DRS monitors the usage of resources in a cluster
and balance the resource usage across multiple physic@rserResources can be
added or removed from the cluster, and DRS will adjust to. thehen a new host

is added, some VMs can be moved from the existing hosts amdtbatnew host to
balance the load. When a host is going to be shut off, DRS cgratsiall the VMs to
other hosts.

Memory management

ESX Server uses different techniques[8] to manage the meafiarphysical machine.
Each VM is given a reserved amount of memory, and a limit ferrttaximum amount
of memory it can use. When a VM is started it believes that theunt of memory
available is equal to the maximum amount it can use. Where tisesnough memory
on the physical machine, the VM gets the maximum amount of omgm

In situations when there is not enough memory to let every \gklthe maximum
amount they're configured for, it is necessary to reclaim mgnfrom the VMs. One
possible way to do this is to let the VMM page out memory. Thia problem, because
the VMM does not have good enough information about whictepag the best ones
to page out. Paging memory transparently to the VM introdumeother problem,
double paging. This situation occurs when the VMM have pagédda memory page
and the VM decides to page out the same memory page. When thii&do page
out the page it causes a page-fault in the VMM and cause treetpdze paged in from
disk. The VM then pages it out to disk again. This techniqueoisvery suitable, but
ESX Server can use it if it is necessary.

ESX Server primarily uses a technique caliedlooningto adjust a VM'’s available
memory. A balloon module is loaded into the guest OS. Thisuteodommunicates
with ESX Server. The purpose of the balloon is to use a vaiabiount of memory.
When ESX Server needs to reclaim memory it instructs thebaltoinflate and use
some of the VM’s memory. The memory pages the balloon useshesmbe used by
other VMs. When there’s enough available memory, ESX Seragartell the balloon
to deflate and thus free more memory to the VM. Since the balloon clairesory
from OS running in the VM, the OS decides which pages to friethere’s not enough
memory that can be freed, the OS decides which pages to palggkto

ESX Server have an additional technique to optimize memsage. With mul-
tiple operating systems running on the same host, it isylikeht there are reduntant
pages (pages with identical contenTyansparent page sharingzas introduced with
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Disco[2]. Identical memory pages are identified, the gubgsjzal pages are mapped
to the same machine page. The machine page is marked copyiterso that writes
to it causes a generation of a private copy.

ESX Server identifies identical memory pages by creatingsa lo& the contents
of memory pages. If the hash matches a page that is alreadgedhenpy-on-write, a
byte by byte comparison is done to make sure that the pagedeatical. If the hash
doesn’t match a page that is COW, it is tagged with a hint efiien a future page
matches the marked page, the contents of the marked padgm#hesl. If the page has
not been changed, the page can be shared. If the page has ddiéranthe hint mark
is removed.

The amount of memory that can be reclaimed by page sharingndspon the
operating systems in the VMs and the applications they ruald¥purger reports of
reclaimation of up to 32.9% of the memory on a production oaplent of ESX Server
in a large company.

Network

Each VM running under ESX Server can have multiple virtuaoek interface (vNIC)
cards defined. These can be connected to a virtual switchifa®wvithin ESX Server.
The virtual switch is connected to one or more real NICs. Ysirore than one NIC
enables load-balancing of traffic and failover. By definimdtgroups on the vSwitch,
a VNIC can be connected to the port group instead of a speaific phe vNICs con-
nected to a port group are in the same layer 2 network, evdwyf are on different
physical servers.

The virtual machines access the vNIC with the device driygmvided by the
operating system, or via a VMware optimized device driver.

Disk storage

The disk storage used by ESX Server can be local on the séseét or located on a
Storage Area Network (SAN). Using local storage for theuwattmachines make live
migration of VMs impossible. Consolidated backup also dejpen storage on a SAN.

3.5 Infrastructure

The amount of necessary infrastructure dictates the pdiysezds for a system. Most
system have a set of infrastructure that cannot be omittedieR network, physical

space are examples of necessary infrastructure. Poweeandnk grows with respect
to the number of systems. The physical space used growsesitlect to the individual

system sizes and the number of systems.

3.5.1 Generic infrastructure

In general both z/VM and ESX Server needs at least this iméretsire to work:

e Power

» Cooling
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* Network connections

Switches (and possibly routers)

Disk-systems and access to them
» Physical space

However, there are differences in the amount of infrastmecheeded.

3.5.2 VMware

ESX Server is generally running on smaller hosts than z/VMs Teans that the num-
ber of hosts must be increased to be able to run the same awfourtual machines
that z/VM handles. This of course depends on the total numi@rtual machines.

Each host must have power, network-connection(s) and ctioneto the disk-
system(s). If there is a large amount of hosts, these cannscdd up to a significant
number.

3.5.3 z/VM

z/VM is running on a System z server which can be scaled tolaanukte a bit of load.
Scaling the server leads to less hosts, which leads to lesssc@ower and cooling.

3.6 General advantages and weaknesses

The different platforms are designed differently and hawae characteristics which
make them better at certain things.

System z servers are very good at processing large amounistaffast. The
amount of memory supported, the amount of disk-space wtlanthbe connected to it,
and the hardware support for virtualization also makes d@dgfor virtual machines.
The z/Architecture is also very efficient at managing memory

x86 is a more general platform which aims at being good at mapgcts. The x86
servers generally have very fast processors, but haveraoristwith regards to 10.

27






Chapter 4

Practical comparison

This chapter will cover a practical comparison of z/VM and Wkte ESX server.
The comparison will not cover administration of disks sirthat is often done by
a dedicated group of people. VMware ESX often use a SAN faiag& while on
System z the disks are administrated by a group of people eviesponsibility is to
administrate the disks. During this comparison it is assiithat the necessary disks
are available when they are needed.

4.1 Methodology

The experiment will be done by comparing how to do the samestas the two dif-
ferent systems.
Tasks:

Installation of z/VM and VMware ESX

Configuration of z/VM and VMware ESX
» Creation of VM

Resource allocation

Resource preparation

Installation of guest OS

Cloning an installation to more VMs
* Management

— System monitoring
— Resource monitoring (per VM and whole system)
— Change of resources

* Add/remove resources
* Throttle resource usage
= Prioritizing the unused resources

— Backup/restore
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— Freeze/hibernate guest and move it (migration)

— Disaster recovery

The interesting metrics for the comparison is how easy tfierdnt tasks can be
done and how easy it is for a person that have no knowledgescytstem to replicate
the tasks. Another interesting metric is how much of theddkkt can be automated.

The guest operating system that will be used is Suse Linugrfritse System.
Linux is the only operating system that is supported by bditiMzand ESX Server.

4.2 Firstimpression

The general first impression of the two systems is that theyary different, espe-
cially with regards to user-friendliness and how easy itasd person without the
necessary knowledge to become familiar with the systemisalperson having Win-
dows/Linux background, z/VM is very unfamiliar. ESX Senar the other hand is
very familiar.

4.2.1 Userinterface

While VMware provide a nice graphical user interface by d#faz/VM uses a text-
based interface by default. By judging by only the defaudirusterfaces it seems that
VMware ESX is far ahead of z/VM. IBM also have a webinterfageddministrating
zIVM, but it is not installed by default and it requires somerkvto set up.

4.2.2 Necessary knowledge

Doing the tasks on VMware requires understanding of coscépt understanding the
concepts of what one are trying to acheive, the process ofydeasic tasks is quite
intuitive and should be straight-forward. z/VM requires rm@&nowledge of how to
operate it, a more thorough understanding of what configurdiles are available,
how they are related to each other, and what changes aresaecés do a task.

Conversational Monitor System (CMS) is the environment Imolr many changes
are done in z/VM. The filesystems and how to access them ig gifferent for a
person with a Linux/Windows point of view. The editomrdit is quite good, but it
requires some training to become an efficient user of it. Eh&problem that is not
unique to xedit, but it is common for many text-based edisnsh as/i andemacs In
VMware it is possible to set everything up without touchinget-editor.

Aquiring the necessary knowledge

IBM is publicizing a lot of documentation for their systems the internet. The doc-

umentation is free. A lot of the documentation, the redboaks structured as a case-
study showing how to acheive different tasks. They also icegene theory, such as
concepts, but the main content is how to accomplish difteiasks.

30



4.3. INITIAL SETUP OF ESX SERVER AND Z/VM

4.3 Initial setup of ESX Server and z/VM

This section will describe the initial installation and figaration of the two systems.

4.3.1 ESX Server

The installation and configuration of VMware ESX Server ivared in “VMware
Infrastructure 3: Install and Configure” [24].

Installation

The installation of ESX Server is done by booting the macliiom the installation
CD. The user is then given a choice between a graphical motixomode for the
installation. By the look of the graphical mode, it seemd 88X Server is based
on Redhat Enterprise Linux or Fedora. These Linux- distiims both have nice
graphical interfaces.

The most important steps in the installation is to propedy i the harddrive
and the network. The harddrive can be a local drive, or it ;b a Storage Area
Network (SAN). Setting up the network properly is necesgarle able to configure
ESX Server with the Virtual Infrastructure Client.

The installation of ESX Server can briefly be described liks:t

e Insert CD/DVD
* Boot machine from CD/DVD

» Answer questions in the graphical user interface

Set up the local disk or eventually the disk that the maclksngoing to boot
from on the SAN.

Configure the network interface for the service console
« Answer some more questions

» Let the installation finish and reboot the machine

Configuration

When the installation of ESX Server is finished, the servdirhave a webserver run-
ning, which contains a quick start guide and a link to dowdld®e Virtual Infrastruc-
ture Client. The client is a windows program which connectEEX Server and lets
the user configure the server via a nice graphical interface.

The client allows configuration of the following on the host:

* Memory

» Storage and storage adapters

Network and network adapters

e Licenses
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e Security

e Resources.

4.3.2 zINM

The installation of z/VM is thoroughly covered in a redbot&M z/\VM and Linux on
IBM System z [25].

Prerequisites

A number of resources must be available for the installatiba/VM. A minimum
of 5 disks must be available to install z/VM. 5 disks is enotglinstall z/VM, but
more disks are necessary to install guests. It is also reeded to have more disks
assigned to paging.

The z/VM system also should have access to the network. TARIlReds access
to an OSA Express adapter. The necessary information ait@$A adapter is name,
device number, device type and network type.

To perform the installation it is also necessary to havesxt®the hardware man-
agement console (HMC). The HCM is a dedicated workstatioméodware manage-
ment. This console have access to a DVD-drive, so that smdtean be installed from
DVD.

Installation of z/VM

The installation of z/VM can be briefly described like this:

e Access the HMC

Insert DVD

Load 520vm.ins from DVD

IPL ramdisk

» Executeinstplan

Attach devices

Executeinstdvd

— Choose disk volumes (remember to format them)

IPL from disk

ipl cms
instvm dvd

Install service updates

put2prod

shutdown reipl
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Configuration of z/VM

After having finished the steps listed to install z/VM, a lsasystem is installed with
the default configuration. This configuration should be deahso that it is correct.
This configuration is done manually, and is not very int@itte a person that doesn't
know z/VM.

The first important thing to notice is that a virtual machiseéferred to as aser.
Which means that when you log on to a user in z/VM you are dgtgahnecting to
a virtual machine. If the VM is not running already it will beaged automatically.
In the default configuration of z/\VM there are some usersdnatlready defined and
started. The passwords match the username and needs tongedtz a later time.

Some of the important default users:

MAINT Main z/VM system admin. Likeoot in linux/unix.
TCPIP The VM responsible for the TCP/IP stack.
AUTOLOG1 Responsible for automatically running commands on z/VM.IPL
TCPMAINT z/VM network administrator.
DTCVSW1/DTCVSW?2 Virtual Switch controllers.
The important configuration files:

SYSTEM CONFIG . Contains the system configuration. Settings for systemenam
virtual switch definitions, features and more. Owned by MAIN

USER DIRECT . User directory. Definition of virtual machines. Owned by MA.
PROFILE XEDIT . Configuration of the text-editor. All users have their owa.fi

PROFILE EXEC . Commands that are run when CMS is started. Like autoexec.ba
on dos. Each user have their own file.

systemid TCPIP . Configuration file for TCPIP. Owned by TCPMAINT.
SYSTEM DTCPARMS . Owned by TCPMAINT.
The important steps in the configuration of z/VM is:
Customize the system config (name, vdisk setting, vsesch
Configure TCPIP (can be done via a program/wizard)
Set TCPIP to be automatically logged on (started)
Remove the automatic logon of SFS
Set up FTP-server for transferring files to z/VM
Format the pagevolumes and minidisks

Update the system config to use the pagevolumes and nkigidis

© N o o M w bdPF

(Optional) Rename the z/VM system volumes
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Customize system config The customization of the system config is done by logging
on themaintuser and changing treyst em conf i g file. This procedure involves
releasing thé®CF1volume from CP (Control Program), linking it tnaint accessing

it and changing the file.

1. Log on MAINT
2. query cpdisk Check CP-owned volumes.
3. cprel a Disconnect the a volume.
4. query cpdisk Check that the a volume is no longer connected.
5. link * cf1 cf1 mr. Link to the cfl volume.
6. acc cfl f “Mount” the cfl volume as f.
7. copy system config f systen conforig f(olddaBgckup the system config.
8. xedit system config Edit the system config
9. Change systemname, vdisk settings.
10. Add a virtual switch

(a) Adddefine vswitch vswl vdev primaiy secondaryid

(b) Addvmlan macprefic 020000
11. file. Save the file.
12. Test changes

(a) acc 193 g Access the volume with the cpsyntax util

(b) cpsyntax system config@heck the syntax of the system config file.
13. Disconnect volume, and access it with CP

(a) rel f (detach) “Unmount” the volume mounted at f.
(b) cpacc * cfl a Connect to the volume with CP.

(c) query cpdisk Check that the volume has been connected.

Configure TCPIP  The configuration of TCPIP can be done by issuingipvazard
command when logged on as MAINT. The wizard asks questionstehe network
configuration, sets it up and tests it.
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Automatically start TCPIP, remove SFS and set up FTP
1. Log off MAINT, log on AUTOLOG1
2. access (noprofDon't load the profile (doing so would cause a disconnegtion
3. vmlink maint 191 Link to MAINT’s 191 disk.
copy profile xedit z = = aCopy the xedit profile.
copy profile exec a = execorig.8Backup the profile.
Remove the lines for Shared File System (VMSERVS, VMSERVRSERVU).
Remove the line with address command.

Add autolog of TCPIP¢cp xautolog tcpip’

© ©® N o 0 &

Add logoff of AUTOLOG1, cp logoff

10. Log off AUTLOGL1, log on TCPMAINT.

11. Renamerofile tcpipto “zVM sysid” tcpip.

(a) acc 198 d Access the 198 volume where the file is located

(b) copy profile tcpip d = tcpiorig = Back up the file
(c) rename profile tcpip d “zVM system id” = =Rename the file.
12. Activate FTP
(a) xedit systemid tcpip.dOpen file
(b) Add:
AUTOLOG FTPSERVE 0 ENDAUTOLOG
(c) Remove the semicolons in front of ports 20 and 21.

Set up pagevolumes and minidisks

1. attach volumeidRepeat for every volume id.

2. cpformat from-id to-id as pagd-ormat the page volumes.

3. cpformat from-id to-id as pernmFormat the minidisks.
Use the new pagevolumes and minidisks When the format of the page volumes and
minidisks is finished, theystem confifjle have to be updated. The changes are made

in the section for page volumes and minidisks. The procettud® this is described
in the “Customize system config” paragraph.

Rename z/VM system volumes Renaming the system volumes is necessary if there
is more than one z/VM system that have access to the diskiwebittains the system
disks for one of them. The documentation for this task islalk&[25], and will not

be covered here.
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4.4 Creation of virtual machines

Installing new virtual machines is one of the important saglhen managing virtual
machines. Installing VMs manually can take some time. Whetalling a new server,
it is often desirable that the new VM ends up in a predefinetkstdhis state can
include customizations to the operating system and addiioremoval of specific
software.

Installing manually increases the possibility of humaroesr Even though the
installation process may be thoroughly documented, a hwaarskip steps, do typos
etc. Automating the installation reduces the possibditéthese errors.

The automatic installation can be done in at least two walie.fifst way is to do a
normal installation where the configuration is already dfim a file so that the instal-
lation is finished without needing user intervention. Exésmf such installations is
Kickstart, Fully Automatic Installation and Jumpstart.igkind of installation causes
all programs to be fetched, unpacked and configured. Thisisara lot of resources
and take time.

The second way is to create a master image of a VM in the predk§itate. This
image can be used to be cloned to the new server. This new snveéhen be cus-
tomized (change hostname, network settings etc.). By mfpai VM the steps for
fetching and unpacking packages, and configuring them cakipped.

This section is divided into to main parts. The first cover®armal installation of
a new VM. The second covers installation by cloning an existfM, or template.

4.4.1 Normalinstallation of a virtual machine

After z/VM or ESX Server has been installed there are no &irtonachines installed.
Because of this we cannot install new virtual machines bginpexisting ones.

zIVM

Short outline:
1. Log onto MAINT
2. Set up the user ident (VM), assign minidisks.
3. IPLCMS
4. Punch the necessary boot files to CMS
5. IPL boot-files.
6. Set up network
7. Continue installation via VNC.

Installing the first linux virtual machine in z/VM is a comgidited task.
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Prerequisites Some resources must be available prior to the installati@vartual
machine.

Disk storage The VM’s files must be stored somewhere.
Memory The VM must have a sufficient amount of memory to run.
CPU z/VM must have enough free CPU resources so the VM can be run.

In addition to these it is necessary to have the installafiles available via the
network. Since this is the first guest that is installed, ¢éhfides must be available via
the external network.

Resource allocation Disk storage and memory is allocated in the user direct file.
Before defining linux users it is recommended to define a grédif the linux users.
This profile contains common configuration statements fefittux users. The profile
should define the machine-type, cpu definitions, networkneotions and access to
common minidisks.

The important definitions in the profile:

PROFI LE LNXDFLT
| PL CMB
MACHI NE ESA 4
CPU 00 BASE
CPU 01
NI CDEF 600 TYPE QDI O LAN SYSTEM VSW
LI NK LNXMAI NT 192 191 RR
LI NK TCPMAI N 592 592 RR

These definitions sets the linux users to start CMS on logs&,auESA machine
type. Two processors and a virtual NIC is defined (conneactetthé VSW1 virtual
switch). Read access to some disks are also defined.

The definition of the linux user can look like this:

USER LI NUX PASSW 256M 1G G
| NCLUDE LNXDFLT
OPTI ON APPLMON
MDI SK 100 3390 0001 3038 <VMA781> MR PASSW PASSW PASSW
(and nore m nidi sk definitions)

When the linux user is defined, it is activated in z/VM by isguthedirectxa user
command.

Resource preparation To be able to install an operating system in the virtual ma-
chine, z/VM must have the boot files available. For Linux gsidbese files are the
Linux kernel and initrd (ramdisk containing device modiyle§wo more files are
needed. An executable script which starts the installedioth a parmfile which con-
tains parameters for the installation.

The necessary files are transferred with ftp or via nfs froemekternal server to
Inxmaint’s 192 disk. Changing to the correct disk is donedsyingcd Inxmaint.192
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The files must be transferred in binary mode and the recorddbmust be fixed 80
byte records. This is set Hyin andsite fix 80

Installation  The installation is started by logging on the new linux u3ére profile
exec located on Inxmaint's 192 disk will be run when the usdogged on. This file
does some preparation (definition of a vdisk swap device gmotmer things) and lets
the user choose to ipl from disk or not.

Since the virtual machine has not yet been installed, it tsyrbd possible to ipl
from disk. By running the sles9x exec, the necessary bex-fihd parameters are
loaded and the installation is started. If there are no prob| there will be a message
on the console telling the user to use a vncviewer or javéledarowser to finish the
installation.

The rest of the installation is graphical, and similar to enmal installation of linux.

ESX Server

Short outline:
1. Log on the server with the client
2. Define a new VM
3. Mount an iso image in the VM’s virtual CD-ROM drive
4. Start the VM
5. Perform installation like on a normal machine

6. Install VMware support tools

Prerequisites As with z/VM, a new VM requires disk storage, memory and cpu
resources available. The installation media can be a phiySio, or a CD-image (iso-
file). Installing via a CD-image is faster and does not regjpinysical access to the
host.

Resource allocation Resources are allocated by defining a new virtual machine.
1. File - new - virtual machine
2. Choose typical
3. Decide a name
4. Decide placement of the VM's files
5. Decide type of guest OS
6. Decide number of virtual processors

7. Decide memory size
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8. Decide number of network connections, and what netwdrk&grie connected
to

9. Decide disk size

10. Review options and finish.

Resource preparation To be able to install via a CD-image it may be necessary to
create the image. There are multiple tools for doing this.sMoD-writing software
can convert a CD to a CD-image.

Installation  Before starting the installation, the installation mediastrbe available
and ready. If using a physical CD, the CD must be placed in tha@n of the server.
If using a CD-image, the image must be connected to the VidDarom of the virtual
machine.

The installation is started by powering on the virtual maehilt may be necessary
to change the boot-segeuence in the bios so that the madieséotboot from CD.

The rest of the installation is performed like on a normal hiiae, except that
the VMware tools should be installed after the normal itsti@in is finished. The
VMware tools contains device drivers, and some tools. Thakance the performance
of the VM.

4.4.2 Creating additional virtual machines

As we have seen, the process of installing virtual machiaesbe complicated and
time consuming. Doing manual installations is also proneder errors. Creating
template VMs, cloning these and customizing the cloned ViMsraatically is a better
solution. If there are customizations that needs to be donalff virtual machines, it
only needs to be done in the master images. One example ofstiwstomization is
the installation of backup software in the virtual machines

zIVM

Creation of additional VMs in z/VM can of course be done mdlyuas described
earlier. More efficient ways of creating additional VMs dé cloning existing VMs
manually, and using IBM Director.

Cloning manually  Cloning existing VMs manually involves configuration andrma
ual work. It also have some prerequisites that needs to bessled. The first prereq-
uisite is that a master image for the VM is installed. Thishis disk containing the
files that should be copied to the new VM. Another requisitéhé a linux VM with
additional system access is installed. This is the VM thasdbe work of cloning the
new VM, the controller.

The cloning starts by adding a user id (VM) to the directorhisTuser id must
be defined with a name, password and the minidisks it havesadoe z/VM is then
updated so that it knows about the new usediceCtxa usey. The next step is to add
necessary information to the AUTOLOGQIser profilefile. Automatic booting of the
new VM is added. The new VM must also be given access to a Vstuigch.
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The script that does the cloning needs some informationrto Tihis information
is found in a file on LNXMAINT's d drive. The file is named vmnarfARMFILE.
The most important information in this file is the networktisefs.

Before starting the cloning it is necessary to check thanéhwe VM is correctly
configured. This is done by logging on the new VM and checkivag & NIC is avail-
able (this information is automatically shown when loggamg, and that the necessary
disks are availableglery dasil

The actual cloning is done by logging on to the controller VIithis VM have a
script named clone.sh in /usr/local/shin. The script atcd®e name of the new VM
as a parameter. When started, the script looks up necesdarynation on LNX-
MAINT's 192 disk. It then proceeds by copying the disks, mig the new disk in
it's own filesystem and customize the configuration of the MdM: The customiza-
tion includes generation of new ssh keys, setting the hostrend changing networks
settings.

When the clone script is finished, the new VM is started andilshbe available
on the network in less than a minute.

Using IBM Director IBM Director is a tool for systems management. It has support
for the System z servers. To use it with z/VM it is necessargrter an extension
(z/VM Center). A thorough description of the usage of IBM &utor with z/VM is
available in a RedBodk26].

IBM Director needs the following components:

IBM Director Server (with z/VM extension)

IBM Director Console (with z/\VM extension)
 Linux VM (with z/VM Management Access Point (MAP))
» Dirmaint or other supported Directory Manager

The administrator interfaces with Director Server (Dineria Director Console
(DirCons). The Director Server communicates with the LiMM, which again com-
municate with z/VM and does the actual work. The Linux VM coumicates with the
z/VM Systems Management API, a Directory Manager and CP.

Setting up the Linux VM with MAP requires a bit of work. The dmuration
will not be covered here, but is available in the RedBook moeed earlier in the
paragraph. The rest of this description assumes that tHeyacation of IBM Director
and the Linux VM is finished and working properly.

The main objects available in the Virtual Server Deploynznt of z/VM Center
is: virtual servers, virtual server templates, operatipsteans and operating system
templates. Theperating system templatdbject is an inactive user id with disks con-
taining the files for an operating syste@perating Systerabjects contain definitions
of the disks that contain it, network devices and otherrsgsti Each Operating Sys-
tem object is associated with a virtual serverViftual Serverobject is the same as a
Virtual Machine, and consequently also the same as a z/V¥idsé Virtual Server

http://www.redbooks.ibm.com
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Templateobject defines templates for virtual servers. These arewbked a new vir-
tual server is deployed. The templates contain settingsnfemory size, number of
CPUs, access-level, password and more.

To be able to clone VMs, IBM Director needs a virtual servenpéate and a
operating system template. Setting up a new virtual seer@plate is an easy task
in which the operator must set some definitions for the viragavers: pattern for
the VMs name, password, the default access class, whichtppet to use from the
directory, how many processors it can use and the memors.silee virtual server
template also needs a name and description.

The operating system template is created by defining an tpgrsystem on an
already installed and working VM. In this process the diskwtihe operating system
must be chosen and network settings set. When the opergttenshas been defined,
it can be used to define an operating system template. Théocred the operating
system template let's the user define shared disks (diskshvane mounted read-only
in all VMs), the name of the template, the user id for the textgphnd a description.
The disk pool that is to be used when creation new VMs mustlasthosen.

When both templates have been defined it is possible to aneat&/Ms. This can
be done in two ways:

1. Create Virtual Server, and then provision an operatirsgesy on it
2. Automatically create any number of VMs in a server complex

Server Complexes allow grouping of VMs. Each group can h#ferent resource
allocations. When adding or removing a VM, scripts that riyottie VMs can be run.

Conclusion Creation and additional virtual machines is not always asy dask.
Installing the additional VMs the same way as the very first &hdl cloning is always
possible, but the process is somewhat complex and subjegei@tor errors. Using
IBM Director with z/VM Center makes this task much easierf trquires a fully
working installation of IBM Director to work. The process s#tting up z/VM Center
is well documented, but it is complex.

ESX Server

With VMware Virtual Infrastructure there are two ways of ieliog virtual machines.
The first way is to clone a virtual machine and customize ite $acond is to create
template virtual machines, clone one of these and thenmistahe new VM [27].

A template is a master image for a type of virtual machineserglate can be
an image of a fully installed guest, with all necessary austations. A template is
created by converting an existing virtual machine to a texepl

Creation of a new VM from a template is done by cloning the tetepto a new
virtual machine and customizing the new VM.

Prerequisites To create additional VMs in ESX Server, it is necessary taehav
ther a virtual machine that is suitable for cloning, or a t&atg As with the normal
installation of VMs, disk, memory and cpu resources musiadable.
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Resource allocation The allocation of resources will be covered in the following
paragraphs.

Resource preparation No preparation needs to be done, except to make sure that
the necessary resources are available.

Templates A template is a master image of an operating system’s filesysfem-
plates can be created in three different ways; convertiniylad/a template, cloning a
VM to a template and cloning an existing template.

It is not possible to make changes directly to the templatee fEmplate have to
be converted to a virtual machine before making changes,canderted back to a
template when the changes are done.

Customization By using the customization feature in the VirtualCentee@lj a new
VM can automatically be customized when it is cloned fromstang VM, or when
it is cloned from a template. The specification of a custotiozaincludes:

* Guest OS
» Guest identification (hosthame, owner’'s name and orgaaipa

* License information (optional)

Administrator password
» Time-zone

» Network settings (DHCP/static IP address)

Workgroup/domain (windows only)

Security ID (windows only)

A guest customization can be applied when cloning a VM andnwdiening a
template to a new VM.

Cloning a VM Cloning a VM requires that the source VM is powered off. The
cloning is done by connecting to the VirtualCenter Servewlifig the source VM
in the inventory panel and clicking “Clone to New Virtual Mage”. This causes a
wizard to pop up.

The wizards asks for the following information:

VM name, and location

Host/cluster on which it is run

If cluster, choose host affiliation

Which resource pool contain its resources

Which datastore will contain its files

o o & w bdPF

Customization of the guest
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Using atemplate to create a VM Creating a VM from a template is done by locating
the template in the VirtualCenter inventory, right-clicgiit and clicking “Deploy vir-
tual machine from this template”. The rest of the creaticidéstical to when cloning
a VM. This is described in the prior paragraph.

4.5 Management

This section of the comparison will cover management ofigirtnachines. Creation
of virtual machines have been covered already and will natdmemented on in this
section.

4.5.1 Resource monitoring

Monitoring the usage of resources is important to find bogtks and causes of per-
formance problems. The main tool for monitoring resouraeg/yYM is Performance
Toolkit which is an optional (but preinstalled) part of z/\VMis necessary to pay for
a license to use it. There are also some free tools included/i as well. On ESX
Server the Virtual Infrastructure Client have good suppartesource monitoring.

zIVNM

Resource and performance monitoring in z/VM [28] can be dwitle several tools.
The CP utilitiesINDICATE and MONITORwill be covered, as well as Performance
Toolkit.

INDICATE The INDICATE command is available for users with different/fpege
classes. When it is run by a user in the lowest privilege ciasgll only show infor-
mation for that users VM. For users with higher privilegesskes, it will show more
information and information for other users as well.

The MONITOR command is not available for all privilege clessThe command
starts monitoring performance data.

INDICATE USER This command gives information about a user (VM):

General information, machine-type, storage sizes

* Number of virtual 10 devices

» Usage of paging, pages in real storage, number of pagexthpage-outs
» Usage of expanded storage, paging to/from expanded storag

* Processor usage
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INDICATELOAD  System information which shows the contention for resairce

« Total processor usage

Expanded storage paging and migration rates

Minidisk cache, read and write rates, percentage of cadke-

» Paging rate

Number of VMs in the dispatch list, the eligible list and dhiermant list.

» Usage percentage for each real processor

INDICATE QUEUES Show information about each active VM:

e Transaction class

Which list, eligible or dispatch

Status (running, waiting, idle)

Number of pages in real storage

Estimate of working set size

Priority in the eligible and dispatch list

» The processor it is running on

INDICATE I/O  Shows information about the 1/O activities. Lists the VMstwa
ing for 10, and the device the last 10 request were sent to.

INDICATE PAGING  Shows information about the usage of page-devices.

INDICATE SPACES Shows information about memory usage in an address
space. Shows usage of real storage, expanded storage arial DAS

Performance Toolkit Performance Toolkit[29] runs in a separate virtual machine
The virtual machine have permissions to monitor perforreageta from z/VM. Per-
formance Toolkit can be used from the command line, anddt lads a web-interface.

Performance Tookit supports live reporting of performarened also logging of
performance data. The operator can choose to work with lata,dor stored data.
When working with stored data, the interface is the same aworking with live
data.

The performance monitoring part of Performance Tookit camitor a great vari-
ety of resources. Only a subset of these will be covered fére.rest is documented
in the manual[29].
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CPU Load This display shows the CPUs used in z/VM. The display is @ilid
into 6 subparts. The first, CPU Load shows the total CPU load,aabreakdown of
how much time has been used in the different states, CP, EMU,S¥S, SP, SIC.
CP shows time spent in the Control Program, EMU shows timatsipeSIE, WT
shows time spent in wait state, SYS shows time spent by syséewices, SP shows
time spent spinning a lock, SIC shows percentage of the St& eaxused because CP
had to simulate an instruction. The last field shows the stafuhe processors. If a
processor is dedicated to a VM, the name of the VM is shown.

The second subpart shows general load information. Thigdes the number of
channel commands, IO rate, page rate, expanded storagegpagde number of priv-
ileged instructions simulated by CP per second, the numbeiagnose instructions
per second, and more.

The third subpart shows information about the queues. Tifiisrnation includes
the number of VMs in each queue, the total working set for epuobue and more
information.

The fourth subpart shows information about transactioniis part shows how
many users there are in each transaction group, the tréorsagte, average transaction
time and internal throughput ratio.

The fifth subpart shows information about users. The numbkagged in users,
dialed users, active users and queued users. The perceftaggrs in queue waiting
for paging, IO or access to a constrained resource is alsersho

The last subpart shows the heaviest users in the followiegsar CPU usage,
I0/sec, page rate, pages in real storage, minidisk cackesrsnd number of pages in
expanded storage.

Storage Utilization This display shows the size and utilization of main storage,
expanded storage, minidisk cache, vdisks and page/spthatyac

Information about the main storage include the total simgunt of shared storage,
number of locked pages, storage used by trace tables, thenamibomemory that is
pageable, storage utilization (used by working sets ofacisers), and tasks waiting
for a page frame or a page.

The expanded storage part have information about the ta&lo$ the expanded
storage, the expanded storage dedicated to virtual magHhioes much expanded stor-
age is available to CP, the percentage of the expanded stassmgl by CP, threshold
for migration, allocation rate, average age of expandehgtopages and average age
of pages that have been migrated to DASD.

Information about the minidisk cache shows the minimum, imaxn, ideal and
actual sizes of the minidisk cache in expanded storage aimdstmage. The minidisk
cache read and write hit rate, and the read hit rate and s#ils® shown here.

The virtual disk part contains information about the linidsthe amount of mem-
ory used for virtual disks by each users, and the total sysimih The number of
pages used in main storage, real storage and on DASD is alamsh

Paging and spooling information contains information dhgaging rates, block-
ing factor (how many pages read/written in a single opengtithe number of 10 op-
erations per second used to transfer pages between maigestand paging devices.
Information about spool read and write rates are also ingaisof the display.
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I/O Device This display shows information about the load of the 10 desic
All the devices are listed with information about: addragpe, label, minidisk links,
paths, 10 rates, rate of IO saved because of minidisk cactieedch device a list of
the time spent in different states is also included. The guength shows an indica-
tion of device contention. The list includes percentagethefdevice busy time, the
operations which were read only, average number of cylgdkipped in each SEEK.
Information about throttling include the limit and the ratewhich 10 were delayed
due to throttling.

Channel Load The channel load display shows the different channels, with
formation about channel id, description, busy-times andg#ilution of the channel
load.

ESX Server

The VirtualCenter Client can display and log performanceadar CPU, Memory,
Disk, Network, System and the Distributed Resource ScleedliRS). What it can
show depends on if it is connected to a VirtualCenter Serv@ncESX-Server host.
Appendic C in the VMware Basic Administration Guide[27] kaables of what in-
formation is available when connected to VirtualCenterv8eand ESX-Server.

The performance data can be shown in a graph in the VirtusCetlient, or
exported to excel.

Processor The different processor-related performance informaisonCPU usage

as percentage, CPU usage in MHz, reserved capacity, tinm spevait state, time

spent in ready state, time spent on system processes, éxtydi@e and guaranteed
CPU time.

Disk IO  The performance information for disk 10 is: amount of dai@drand writ-
ten in the period, number of disk reads and writes in the peaial aggregated storage
performance statistics.

Memory Usage information about memory includes: percentage af taemory

used, zero-pages, amount of granted memory, amount of nyegmactive use, amount
of shared memory, amount of memory that can be swapped, droboremory that is

swapped, amount of memory that is swapped in or swapped out.

45.2 Resource control

When a resource problem has been discovered, it is necdesagke changes so that
the problem is solved. A range of solutions are possiblenfsbutting down the VM
that causes the problem, prioritizing resources difféygtitrottling one or more VMs
resource usage, to increasing the available resources.
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zIVM

z/VM have a range of commands to control resource usage.eTdressome of the
commands from the z/VM CP Command reference [30].

SET SHARE This command changes the resource access priority for a \Wad. T
settings are available, one for the minimum amount of ressua VM can get, and
one for the maximum amount. Both can be set with absolutelative values. The
access to resources can have a hard or soft limit. With a rait] the VM wiill not
get any additional resources. With a soft limit, it can gediadnal resources if there
are spare resources available.

SET RESERVED This command reserves a number of pages in real storage for a
single VM. This command can be used to make sure that a VM hagairc amount
of pages that will not be paged out.

SET QUICKDSP A VM with the quickdsp option set will not have to wait in the
eligible queue before it is dispatched. This option is $édor VMs which have to
respond very quickly.

SET THROTTLE This command limits the number of IO operations a guest can
initiate to a device. Throttling the 10 for a single guest tanuseful to make sure that
it does not use all of the device’s capacity.

DEDICATE / UNDEDICATE The DEDICATE command dedicates a real proces-
sor to a VM. The processor will not be shared with other VMse TNDEDICATE
command removes this dedication.

SET IOPRIORITY  This command changes the priority for a VMs 10 operations.
The priority can be set with an absolute or relative value.

SET SRM STORBUF The SET SRM commands change options for the System
Resource Manager. The STORBUF subcommand changes thegsefttr storage
usage for the VMs in the queues. By using values larger th@nth@ storage is over-
committed.

ESX Server
Direct resource control in ESX Server is done via the Vi@eiter client. The control
of resources is available by opening the properties for a VM.

CPU CPU usage can be controlled by setting the number of MHz a Véhigled
to. The usage of excess CPU-time is adjusted by modifyinghtimber of shares a
VM have.
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Memory Control of memory is done by defining the amount of memory a \éM i
entitled to. Both increase and decrease of memory is pessithlware tools contains
a driver that gives ESX Server control of the total availablemory for the VM. This
is the balloon driver.

When a VM is defined it is given two parameters with regards &mnory. The
reserved amount of memory, and the maximum amount it can use.

4.6 Backup/restore

Backing up virtual machines can be done in different wayse Bbackup can be done
on disk/partition-level or on file-level. Using an exterta@bl to do the backup without
letting the VM know can sometimes work, and sometimes noé &xtiernal tool doing
the backup doesn’'t know the state of the programs or dateei'vil. One possible
problem area is database servers, where the state of therddisk may not be okey,
or in a state where copying the database files will not worknithe database server
is restarted.

Because of this problem, it is necessary to also do backufiedavel in the VM.
This can be done with a backup tool. The VM have full controtra programs it is
running and can make sure that the data that is backed upbteuda the case of a
database, it can use the database servers tool to dump #imseatto disk, and then
back up the dump. Doing the same from the “outside” would fecdit.

46.1 z/NVNM

z/VM have multiple tools for backing up data. Backing up oskdievel can be done
with DDR and DFDSS. DDR is a manual tool for cloning disks. C&®is like DDR,
but can be run automatically. It can back up logical and giasiolumes.

Backup and Restore Manager for z/VM is a priced feature avilfrom IBM.

4.6.2 ESX Server

A part of VMware Virtual Infrastructure is VMware Consoliga Backup. It is in-
cluded in the enterprise edition of VMware Infrastructuaed can be ordered as an
addon to the other versions.

With Consolidated Backup, a backup proxy is connected tdSilN. This saves
network traffic.

4.6.3 Virtual Machine level

Backups from within a virtual machine can be done with a v tools. The choice
of tools depends on the rest of the backup infrastructurestMovironments usually
have an existing backup infrastructure, and the tools useblaicking up a VM should
use this infrastructure.

The tools used can vary from using rsync to synchronize files fa source to
the target, to using special backup solutions like VeritaskBip Exec or IBM Tivoli
Storage Manager.
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4.7 Migration

Migration of virtual machines between physical machinea ggeat tool. Being able
to move the VMs gives flexibility. When a physical machine dse¢o be serviced
or taken down, the VMs running on it can be migrated to anogimsical machine.
Migration is also useful when adding new physical machinles,running VMs can
then be re-balanced on all the physical machines, incluiieghew one(s).

47.1 VMware ESX

ESX Server supports migration of virtual machines[27].slikicalled VMotion. With-
out VMotion it can migrate powered off and suspended VMs. hwiite addition of
VMotion, VMs can be migrated while they are still running.

Migration of a powered off VMs can be done between suppored€£ A powered
off VM can be migrated between a host with Intel processaqs) host with AMD
processor(s). The migration of a powered off or suspendeddlligws the following
steps:

1. Copy configuration files and disks from source to destinatiost
2. Register the VM with the destination host
3. Delete the old VM from the source host

Live migration of VMs can only be done between hosts with thms processor
type, Intel to Intel and AMD to AMD. The disk storage for the \é\hust be located
on a SAN. VMotion also requires a dedicated gigabit networkilie migration. The
same subnets must be available on the two hosts involveceimtbration. The live
migration follows the following steps:

1. VirtualCenter verifies that the VM is in stable state ongharce host
2. The virtual machine’s state information is transferrethe destination host
3. The VM continues running on the destination host

With both methods, the VM is not removed from the source host all data/state
information is transferred to the destination host. If ameoccurs, the VM will stay
on the source host.

4.7.2 zINM

z/VM does not support live migration of virtual machines la¢ cturrent time. Work
is underway to implement support for this[31]. Suspendiimtual machines is not
possible under z/\VM, so migration of suspended machinéisgesasible either.

Migration of powered off VMs is possible. Both VM systems mhave the user
defined and access to the disks which contain the VMs filesystd he migration is
done manually.
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4.8 Disaster recovery

The definition of “disaster” is unclear. What one company aalisaster may not be a
disaster for another company. The definition may be set imgpany policy, Service
Level Agreement or similar. If the company is providing seeg to other companies,
the external companies may have different definitions oftwaldisaster is.

4.8.1 Hardware failure

Hardware failure on the physical machine(s) running théugslrmachines can be a
great problem. Since there are multiple virtual machinesing on the physical
server, a single hardware failure may take down multipleessr

z9

The z9 server is designed to be resilient to hardware fail[82]. If there are multiple
books in a server, removing one while the machine is stilhiog is possible (enough
resources must be available in the remaining books).

Power Each book is connected to two Distributed Converter AssmsblEach of
these provide enough power for the whole book. Failure of@6é& does not influ-
ence the book it is connected to. A failed DCA can be replacidowt taking down
the book.

Processor On the z9 server, there are always two spare processorse gvémt of a
failure, the failed processor is disabled and a spare psocenabled.

Memory The memory in a z9 server support ChipKill. ChipKill can @t multi-
bit memory errors. There are also spare memory chips. Theanyeis continously
checked for errors.

IO The z9 supports redundant 10 connections. The redundanectons must be
via different books. This allows the z9 to keep connectiaraltiO devices even while
a book is being replaced.

The MBA cards can also be replaced while the machine is stithing. Redundant
IO connections makes sure that the server still have acoedle tO devices.

Xx86

Because x86 hardware is so diverse, it is more difficult toattarize the supported
features.

Power Depending on the server, redundant and hot-swappable supeties may
be available.

Processor x86 processors are not hot-swappable.
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Memory Different features are available, depending on server aachony type.
These features are available on the IBM x260 server:

 Mirroring

» Hot-swap and hot-add.

« ChipKill

» Automatic re-routing to avoid failed chips

Similar features may, or may not, be available on other ssrve

IO Depending on the server, hot-swapping of PCI cards can ljmosiegl.

4.9 Knowledge

The necessary knowledge to manage the different produétssdiWhile ESX Server
offers an intuitive graphical user interface, z/VM offera@ very intuitive command
line.

The author feels that the necessary knowledge needed told¢oato the basic
tasks in ESX Server is limited to knowing what you are tryiogacheive. Using
educated guessing a newcomer to the system should be abiel¢ostand what is
needed to perform basic tasks. This situation is differett w/\VVM. z/VM requires
that the person managing it knows what he is trying to acheive also how to acheive
it. z/VVM is not very intuitive.
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Chapter 5

Results

As we have seen in the two previous chapters, the managerhe'd and ESX
Server is very different. This chapter contains a summary of

» Necessary infrastructure
» Software features
» Necessary knowledge for managing the systems

e Documentation

5.1 Necessary infrastructure

zIVM

z/VM has to run on a System z mainframe. As with all servers,amframe needs
power, cooling and physical space. The mainframe itselfipies 2.5 square metres
of space.

Since the storage disks isn’t located in the mainframefjtseparate disk systems
are necessary. The number of systems and connections todiéyeemd on the re-
quirements for the installation. To provide reduncancghedisk system should be
connected with at least two channels. Tape systems for paskalso necessary. The
number and types of network connections also depend on thereenents for the
installation.

ESX Server

As ESX is a part of Virtual Infrastructure (VI), the requirents for VI will be de-
scribed. The necessary infrastructure includes ESX Sémsts, the VirtualCenter
Server (and possibly an external database-server), a paekuer and a SAN. In ad-
dition to these elements, one or more networks are neededarement, vmotion,
production).
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5.2 Necessary knowledge

Common for both systems is some general knowledge abowdrseamd virtualization.
This general knowledge encompasses what virtualizationhat advantages and dis-
advantages it can give, which workloads are suitable fauaiization and which are
unsuitable.

zIVM

The first pieces of knowledge needed to understand IBM naaimds and z/VM is
some definitions which are different from the x86-world.

Storage Memory

Central storage Normal memory

Expanded storage A part of the memory which can only be addressed at page level
CP, PU, engine Processor

CP Control Program, the hypervisor in z/VM

DASD Disk storage

Minidisk A partition of a DASD device

VDISK A disk that only exists in memory, “ramdisk”

User ID Virtual Machine

Log on Start a virtual machine

CMS

The default operating system loaded in a VM is Conversatigiaaitor System (CMS).
CMS is a single-user operating system. It’s file system iy déferent from file sys-
tems on linux/unix and windows. It does not have subdiréespand files are accessed
by using a triplet consisting of filename filetype and filemod@ke filename and file-
type can be eight characters long, and the filemode is onaaeatong. The filemode
is used to specify which file system the file is on.

To access a file system, the disk it resides on must be awailalthe virtual ma-
chine. If the file system is not defined for the VM in the useedirfile, the disk
must first be linked to via another VM. When the disk is avdéali can be accessed.
Accessing a disk is like mounting a disk in a linux/unix eoviment.

Certain disks that are used by the control program (CP) neugtleased from CP
before linking and accessing them. This includes the diskaining the user directory.
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Memory management

Most guest operating systems are not designed to run incleareronments. They
believe that the resources that are available to them areaded. This can cause
troubles. Linux will by default use most of the available noeyn The memory that is
left over will be used by buffers and cache.

Since z/VM can cache minidisks, it is a waste of memory to edble same data
in the guests. The memory allocated to a guest should be thienonn it needs,
and enough to keep the amount of paging down. The guest cannmaltiple paging
devices with different priorities. The first priority oneart be a virtual disk which
resides in memory. The second can be a normal disk drive witlidisk caching
turned off. z/VM controls the virtual disks and can page wehot parts of it out to
expanded memory or disk.

The goal is to let z/VM control memory usage and not let gregusts control it.
With z/VM 5.3 support for Collaborative Memory Managemergsist (CMMA)[33]
is introduced. This enables CP and the guest OS to share fzdige imformation. The
guest OS sets the usage status of each of the pages it hags &mc€&€he usage status
reflects how important a page is to the guest. CP can then nedte decisions when
paging to expanded storage or disk. CP sets the residereyfataach of the pages.
This information can be retrieved by the guest OS. CMMA rezgimodifications to
the guest operating system.

Network

z/VM supports different types of networks. A guest can beneated to physical net-
works, or to virtual networks. The physical networks in@umbnnections via an OSA
network adapter, channel-to-channel adapter and Hipkesac The virtual network
connectivity provided by z/VM include guest LANSs, virtualisches and point to point
connections.

Guests can be directly connected to physical network adapfEhis is recom-
mended for guests that have to be connected directly to theorie

HiperSockets are internal networks designed for commtinitdoetween logical
partitions. The functionality is implemented in the micode in the System z main-
frames. Communication is done via the system memory.

Guest LANs are internal networks in z/\VM. These networks wanbe directly
connected to external networks. A router is needed to getsado external networks.
A VSWITCH is much like a guest LAN with the exception that itcalso connect to
external networks. A VSWITCH can operate on layer 2 or 3 of@®& model. Each
VSWITCH can be connected to multiple OSA adapters for rednngd

Configuration files

Table 5.1 on the following page shows a list of the importamifiguration files and
their location.
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Filename Description Owned by Disk
SYSTEM CONFIG z/VM System configuration MAINT 0CF1
USER DIRECT User directory MAINT 0CF3
PROFILE EXEC Automatically run on IPL AUTOLOG1 | 0191
systemid PROFILE Definitions for primary TCP/IP stack | TCPMAINT | 0198
SYSTEM DTCPARMS| Definitions of additional TCP/IP stacksTCPMAINT | 0198
TCPIP DATA Definition of DNS and hostname TCPMAINT | 0592
Table 5.1: Important files and their location
ESX Server

To managing ESX Server in Virtual Infrastructure it is nesagy to understand some
concepts.

Host Physical server, running ESX Server.

Cluster A group of hosts.

Resource pool A collection of resources.

Shares A relative prioritization for resource access.

Port group Cluster-wide network. Like a VLAN.

Memory Management

ESX Server uses three different techniques to optimize #@ony usage. The first is
ballooning, where a driver is installed in each guest. ESX&ecan tell this driver to
use the guest’s memory forcing it to free memory. The memagep freed can then
be used for another guest.

In situations where the balloon-driver is not efficient eglouESX Server can also
page to disk. This is done transparent to the guest, and cese cluble paging.

The third technique ESX Server uses to optimize memory ugage scan for
identical memory pages. Redundant pages are removed,la pige is kept. When
one of the guests try to write to the page, a private copy istecefor it.

Network

ESX Server supports internal networks. A virtual switch barconnected to multiple
physical network cards to provide redundancy and load baign

5.3 Documentation

Learning to manage a new system requires training and dodatien of the sys-
tem. By providing good documentation the vendor of a systeesghe users of their
system a way to increase their knowledge about the systertearmdhow to use it ef-
ficiently. Users who can use the system efficiently will besablexploit the system’s
capabilities to a larger degree. This increases the retuimvestment. On the other
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hand, a user is likely to recommend continuing the use of ®syke or she has strong
knowledge of. Good documentation is thus important for libthusers of a system
and the providers of it. Users gets more out of the systemgline providers increase
the probability that it's users to continue to use their syst.

IBM have very good documentation of their systems and seéiwghe documen-
tation available ranges from a complete documentationeofrthchine instructions, to
documentation of how to install Linux guests in z/VM (andtaisz/VM itself). In
addition to documentation of their systems and softwarerettare more than 2000
Redbooks available on IBM’s webpage. Many of these Redbooks are &tos how
to do different tasks in “step-by-step” guidelines.

VMware also have good documentation of their prodtictenlike IBM’s red-
books, their documentation is more focused on the diffeisks for specific roles.

http://iwww.redbooks.ibm.com
2http://www.vmware.com/support/pubs/
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Chapter 6

Discussion

This chapter cover a discussion of the results, and how hwebystems are suited with
regards to the criterias listed in the introduction.

The initial question was: “Which of the two systems is thetbesvork with, with
regards to management?”.

The criterias is:

* The properties and features of the systems
* How easy the systems are to use

* Availability and quality of documentation

6.1 Properties and features

Table 6.1 on the next page show a comparison of the systems.

The first and most obvious difference is the hardware platsorAn x86 server is
not like a System z server. One of the large differences istadability. A current
x86 server scales up to 16 cores, 16MB level 2 cache and 128&Bony. A z9
server scales up to 54 cores, 160MB level 2 cache and 512GBymem addition to
the 54 processors is 2 spare processors and 8 processaratdddd handle 10. The
connectivity to disk and networks is better on a z9. In a systath three 10 cages, a
total of 84 10 cards can be installed. There are cards forections to disk systems,
networks, cryptography accellerators and more. Utilizlhghe STI-channels between
the processor/memory gives a total capacity of 172.8GBl/slfiplex.

The z9 mainframe scales a lot better than x86, but VMware hasr&around
for this problem. With VMotion and Distributed Resource &dutler, Virtual Infras-
tructure can automatically load balance VMs across meltipbX hosts. While the
Z9 scales very well by upgrading the capacity, Virtual Iafracture scales by adding
more ESX Server hosts.

6.2 Ease of use

The most obvious difference between z/VVM and ESX Serveragitfault user inter-
faces. z/VM uses a console, while ESX Server uses a graptiieat (VirtualCenter
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Property/feature ESX/VI | zIVM
Hardware platform x86 System z
Hardware support for virtualization poor strong
Max. physical CPUs (cores) 32 32

Max. amount of physical memory 64GB 128 GB

Max. amount of virtual memory per VM 16GB | 128GB
Max. number of virtual CPUs per VM | 4

Max. number of VMs no limit | no limit
Migration of VM (powered off) yes yes
Migration of VM (suspended) yes no
Migration of VM (live) yes no
Performance monitoring (live) yes yes
Performance monitoring (historical) yes yes
Internal networks yes yes

Table 6.1: Properties and features of ESX Server/Virtufasastructure and z/VM

Client).

6.2.1 z/VM

For a new user to z/VM, working with the console is not verwitite. CMS is the
operating system, and users without prior knowledge of CM& ifind it difficult.
The file system resembles a DOS filesystem, but has no sutmtiesc To get access
to disks, the user has to access the disk. The files on the @isthen be accessed as
FILENAME EXTENSION FILEMODE. Filemode is the name of the klisimilar to
the drive letters in DOS and Windows.

z/VM have multiple users which control different parts oéthystem. The few
configuration files are located on different disks. Accegsiome config files can be
difficult (release from CP, link and access disk).

If IBM Director is already installed with z/VM Center, depiment of new ma-
chines is an easy task. A preinstalled system set up forrgjoofi Linux guests is easy
to work with too.

A new user will probably have problems with installing anahiguring z/VM. As
shown in section 4.4 the installation and configuration israylprocess with room for
mistakes.

6.2.2 ESX Server

The VirtualCenter Client is an intuitive way to access andchagge ESX Server and
VirtualCenter Server.

Installation of ESX Server on a host should not be difficultheTinstallation is
similar to the installation of RedHat. If the host doesn’e Uscal disks for the system
files, setting up the disks and booting from SAN can be difficul

60



6.3. DOCUMENTATION

6.2.3 Conclusion

ESX Server and Virtual Infrastructure is far ahead of z/VM #M Director in terms
of ease of use.

6.3 Documentation

Both systems have good documentation. The virtualizatmokicooks for z/VM are
especially good, covering the whole process of installingVg, configuring it, in-
stalling Linux guests and setting up cloning.
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Chapter 7

Conclusion

The main purpose of this thesis was to compare z/VM and ES¥e$erith focus on
management. As the two previous chapters show, there isaa @jfierence between
managing the systems. z/VM and System z excels at the hazdewesl, with scalabil-
ity and hardware support for virtualization. ESX Serveragat the user interface.

With ESX Server and VirtualCenter it is necessary to knowcivecepts and what
you are trying to acheive, while with z/VM it is also necegstr know howyou can
acheive it. A great advantage for z/VM is that there are gamtlthentation on how
to do the different tasks on it.

Comparing two systems with only qualitative metrics is difft, and prone to be
subjective. The writer of this thesis did not have exteng&ivewledge of either of the
systems prior to doing this work. He was left with the impiresshat managing z/VM
is far more difficult to learn than learning to manage ESX 8gkirtualCenter. While
z/VM was more difficult to learn, the documentation was verpd,

Some absolute recommendations for choice of system can 8e.nifathe virtial
machines need to run Windows, FreeBSD or Solaris z/VM is naiion. If z/OS is
needed, then ESX Server is not an option.

Deciding which system is the better one not only depend ortilerias covered
in this thesis. A company’s current infrastructure and kiedlge of the employees
may favor one system over the other. The answer to the imgjtiaktion must be: “It
depends”.

7.1 Future work

An expanded comparison, going more into depth and includioge virtualization
products can be a project for future work. Extending the camspn to include Xen
and Microsoft’s hypervisor is an interesting expansion.p&ding the comparison
will give a more complete comparison of the virtualizaticogucts.

The comparison can also be narrowed down to focus only on otveoosubjects.
Some subjects which can be chosen is to compare the diffgredtcts for backing up
virtual machines. A comparison of management tools fousirmachines is another
interesting subject.

The initial focus on comparing the performance of z/VM andXEServer were
abandoned in this thesis. This is another interesting prrége the future.
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