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Abstract. Despite a long history of development, the speech qualities achieved 

with artificial larynx devices are limited. This paper explores recent advances in 

prosodic speech processing and technology and assesses their potentials in im-

proving the quality of speech with an artificial larynx – in particular, tone and 

intonation through pitch variation. Three approaches are discussed: manual pitch 

control, automatic pitch control and re-synthesized speech. 
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1 Introduction 

Some individuals lose their ability to produce vowels after having their larynx surgi-

cally removed, for instance after cancer in the throat. The larynx, or voice-box, pro-

duces the sound in the throat that drives speech. Individuals who have had their larynx 

removed can learn to produce esophageal speech, that is, the oscillation of the esopha-

gus. Esophageal speech requires training and is strenuous and has a limited volume. 

Another approach is to surgically implant voice prosthetics. This paper focuses on the 

non-surgical approaches based on the electrolarynx. The advantages of eletrolarynxes 

are that very long sentences can be produced. There is no need for surgical procedures, 

and the device can be operated with virtually no skill and no maintenance. 

There are various types of artificial larynxes or electrolarynxes. Most artificial lar-

ynxes are handheld devices held towards the throat. The device generates a vibration 

that is directed towards the throat that the speaker can use as basis for generating vowels 

in addition to consonants, in particular plosives which are generated without the larynx. 

Artificial larynxes have a push-to-talk button, and some designs have also a pitch 

control. An issue with artificial larynxes is the lack of naturalness and research has thus 

gone into assessing their naturalness [1, 2].  The interaction of a speaker and the chosen 

artificial larynx may also affect the intelligibility of the speech realized. Factors include 

gender, physiological states, and user proficiency may all impact such realization. For-

malized tests concerning speech intelligibility and acceptability were thus advised for 

individual users prior to settling the most suited artificial device [1].  



Artificial larynx speech can be stigmatizing for its users due to the highly noticeable 

monotone speech. Such speech has been used as characteristics in popular culture such 

as Ned Gerblansky in the South Park TV-series or Charlie in the Mad Max movie. An 

individual with an artificial larynx may not be taken serious on the phone if the talker 

at the other end does not know that the speaker uses an artificial larynx. Moreover, as 

the speech is harder for untrained listeners to understand, miscommunication can occur, 

especially in a noisy environment such as a public space. By striving towards more 

natural sounding speech, it is likely that both the stigma can be reduced and the com-

munication with others improved.  

Although some development has been made over the course of nearly 120 years, the 

amount of research into artificial larynxes is limited. One possible explanation for the 

lack of attention could be that the proportion of individuals dependent on artificial lar-

ynxes are relatively limited with perhaps less than 100 per million people. The objective 

of this paper is to explore the possible use of recent technological developments and 

off-the-shelf third party technology intended for other purposes to improve the quality 

of speech by individuals without a natural voice box. 

2 Background 

Surgery of the larynx can lead to partial or full disability to produce vowels [3]. This 

study focuses on individuals who are reliant on artificial larynxes to produce speech. 

The waveform produced by the human larynx is complex and some research has gone 

into understanding the underlying mechanisms leading to the rich timbre produced by 

the larynx [4]. Some researchers have also attempted to improve the spectrum produced 

by the electronic larynx by the means of piezoeletronic ceramics as the source of the 

vibrations [5]. 

The artificial larynxes are also known to produce harsh background noises that re-

duce the speech quality, and measures to reduce the noise have been made using adap-

tive noise cancellation. The processes also helped preserve the voice’s acoustic charac-

teristics and hence speech acceptability was improved [6]. 

Recent technology allows researchers to focus even more on the naturalness of the 

actual vibrations through accurate observation of the larynx using high speed video [7]. 

With such objectively quantified information, further rehabilitation of the substitute 

voice may be achieved. 

Without a larynx, individuals are able to whisper without the aid of an artificial lar-

ynx. However, whispering is usually too weak in volume to be practical in everyday 

conversation. To overcome these problems researchers have also attempted to capture 

whispered speech and re-synthesize normal speech externally [8]. However, this ap-

proach is sensitive to background noise in the environment. 

Alternative means of controlling the artificial larynx have also been used, such as 

employing the myoelectric signals that can be measured around the neck [9, 10] to con-

trol both push-to-talk and pitch at low, medium and high frequencies. Experiments with 

wireless connections between the neck sensors and the vibrator have also been explored 

[11]. 



 

 
  

Fig. 1.   Lowering and lifting the device to control pitch (f0) height 

Pitch has been identified as a key characteristic of speech. In one approach, air pres-

sure through breathing was used to control the pitch of an artificial larynx [12]. This 

setup required training and users’ training needs might vary. The intonation of a short 

sentence thus produced was reported to be similar to that of a normal subject. 

 

3 Pitch Control by Manual Adjustments 

The idea of manual pitch control for artificial larynxes is not new. Initially, some arti-

ficial larynx devices were designed with a pitch control. Recent studies have explored 

hands-free approaches to pitch control using breathing pressure [12] and myoelectric 

signals [9].  

The monotonic voice of synthetic speech for disabled users has troubled researchers. 

One strategy proposed allows typically non-technical users to transcribe prosodic fea-

tures of speech for artistic performances off-line in configuration files [13]. However, 

this is more suitable for users relying on synthetic speech and not users relying on arti-

ficial larynxes. 

With current mobile technology enabling real world gestures, a specialized handheld 

mobile device or a general one such as a smartphone could be used to express gestures 

that again would control the pitch of the device. For instance, a rising pitch could be 

achieved by lifting the device, while a falling pitch could be achieved by lowering the 

device (see Fig. 1).  

Most smartphones are equipped with accelerometers that are able to accurately de-

tect such gestures [14]. Wireless communication, such as Bluetooth, could be used to 

send the pitch information from the handheld device to the artificial larynx. Such ges-

ticulation control would not be subject to the gesture segmentation problem that is pre-

sent in other application areas where gestures are used [15]. 
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This approach would be relatively simple to implement from a technical standpoint. 

It would give the speaker complete control over the pitch, although some hand-pitch 

coordination training might be needed. The approach would be particularly effective in 

performance settings, e.g., during public speaking where gesticulations and exagger-

ated prosody often are used to emphasize the message. On the other hand, this approach 

may not be as effective, and even disturbing, during more calm settings such as when 

conversing in a small group. It may also be strenuous to physically articulate pitch with 

the hands for long periods of time. Automatic pitch enhancements are thus explored in 

the subsequent sections. 

4 Pitch Control by Intelligent Systems  

An alternative to manual pitch control is automatic pitch control. One may hypothesize 

that imposing randomly selected natural pitch curves to the speech would improve its 

naturalness by breaking the monotony. By employing an even more intelligent strategy, 

that is, choosing a more fitting pitch curve than random is likely to yield better results. 

We can draw inspiration from text-to-speech systems. 

Speech quality is found to be most sensitive to pitch in text-to-speech systems [16, 

17]. The addition of pitch accents to synthetic speech has long been a research topic 

with many innovative approaches. For instance, Hidden Markov models are applied to 

estimate the prosodic features of synthetic speech [18]. Researchers have also examined 

the detailed assignment of pitch marks at waveform level [19].  

Simple rules have also been used to set the pitch accent of synthetic speech. 

Hirschberg [20] proposed the following rules: cue phrases (e.g., now, we, and by the 

way) are key accented, closed classed words are de-accented, words with their root in 

local or global focus are de-accented, compound stress assignments suggesting de-ac-

centing are de-accented, and all other cases are accented. Algorithms may also be cre-

ated to infer topic structure from paragraphing, punctuation, and lexical cues [21]. For 

achieving speech naturalness and successful listeners’ interpretation, accent assignment 

denoting which words to emphasize or de-emphasize intonationally is important. Re-

cent experiments on recorded read speech and elicited speech have demonstrated con-

siderable success (over 80% correctness) in modeling speakers’ accenting strategies by 

merely using automated text analysis [22].  

Most of the work on prosody for text-to-speech systems is based on pitch measure-

ments for various transcribed speech corpora, that is, pitch extracted from authentic 

speech. The pitch contours can be associated with single vowels, words or phrases, and 

sometimes combined with sentence templates. It is likely that a prosodic module from 

a text-to-speech system could be adopted to the automatic pitch control of artificial 

larynxes with relatively moderate effort.  

4.1 Acquiring Speech Information 

A key difference between a text-to-speech system versus an artificial larynx is the lack 

of information available. With a text-to-speech system, the text to be uttered is known 



a priori. With an artificial larynx. there is no basic information available. However, the 

following information could be solicited. 

Segment durations: the user of the artificial larynx controls the device with the on/off 

switch. The state of the on/off switch provides useful information in terms of when 

speech is uttered and when it is not. Moreover, the timing of the speech segments, that 

is, the speech duration, and the durations of the pauses, could provide useful cues. 

Audio: the resulting speech produced with the artificial larynx could be recorded in 

real time and subjected to speech recognition technology. This could be achieved by 

attaching a microphone to the artificial larynx device. For the system to work in real 

time, the recognition would have to be at the level of phonetic units. The feasibility and 

accuracy of acquiring phonetic information from speech driven by an artificial larynx 

would need to be investigated. However, there is a potential to specially train a speech 

recognition engine for such speech. 

Table 1. Example syllable di-gram extract with pitch contours 

1st syllable 2nd syllable Pitch contour 

A B FALL 

A D LEVEL 

A E RISE 

… … … 

 

Neck muscle signals: by attaching sensors at the neck, valuable information about 

the throat muscle activity could be measured to help classify the uttered sound. Such 

signals could be used together with audio signals to improve the recognition rates. 

Image data: to further help the real time recognition of the uttered signals, visual 

cues could be acquired using a video camera. Research into video analysis has success-

fully managed to lip-read utterances simply from visual cues in color videos [23, 24, 

25]. By combining several channels such as audio, video and muscle information, a 

more accurate phonetic classification may be achieved. One challenge is where and 

how to fit the camera to obtain high recognition rates while ensuring sufficient perva-

siveness in the setup. 

 

4.2 Speech Prediction 

As the pitch has to be adjusted in real time, partially uttered speech needs to be used to 

predict the intended utterances. For this purpose, text prediction algorithms [26] such 

as trie structures can be employed. Text prediction algorithms in the simple form can 

be composed using di-grams, where pairs of phonetic elements comprise each di-gram 

keys and the di-gram entry is assigned a pitch contour. Table I shows an extract of such 

a di-gram. Next, imagine that the first syllable of an utterance is A and the second is D, 

the corresponding pitch contour is LEVEL. The trie approach involves a linguistic 

model using a dictionary with all forms of the words organized into a tree-like structure 

[27].  



For the approach to work, the data structure needs to be based on basic phonetic 

elements rather than spelling. One benefit of pitch prediction over spelling prediction 

is that the number of unique pitch patterns is smaller than the set of possible spellings. 

Examples include using the simple SOUNDEX or more sophisticated metaphone strat-

egy [28]; the latter is commonly employed for phonetic matching in spelling correction 

applications. Instead of mapping the partial utterance with a particular word, it is asso-

ciated with a given frequency contour. Interpolation of pitch contours can be used to 

make a smooth switch from an incorrectly predicted contour to the intended contour in 

erroneous cases. As predictions are based on partial utterances, the prediction accuracy 

will be lower in the beginning of an utterance compared to when the utterance is com-

plete. If there is a tie between several pitch contours, the most probable contour can be 

selected.  

Table II shows an example of pitch prediction where the first syllable of the utterance 

is Y and thus assigned a mid-level pitch contour with a low confidence of 10%. The 

second syllable is E giving the prefix YE which means that the pitch contour prediction 

is altered to a rising contour with 25% confidence.  

Table 2. Example of observation window, prediction and confidence 

Observation Prediction Confidence 

Y********* mid-level 10% 

Ye******** Rise 25% 

Yes******* Rise 50% 

Yes ******* Rise + pause 100% 

 

Next, the third syllable is S giving the prefix YES which also is assigned to a rising 

pitch contour with a confidence of 50%. Finally, a pause is detected and the uttered 

word is detected as YES with a rising pitch contour. 

A simple selection scheme was also proposed to reduce mismatch of pitch and thus 

increase pitch prediction rate [17]. By means of annotations employing linguistic foot 

structure, local pitch contours of syllables could be predicted more accurately.  

 

4.3 Speech Correction 

Misrecognition for any spoken system is to be avoided or corrected. Strategies for cor-

recting, rejecting, or changing misrecognized hypotheses have been proposed [29, 30, 

31]. Prosodic features such as F0 perturbation, duration, and loudness were shown to 

significantly characterize failed recognition runs in terms of word-accuracy and con-

ception-accuracy [32]. Machine learning experiments also indicated that use of pro-

sodic differences may greatly improve prediction of misrecognition in terms of word-

accuracy and obtain even greater predication rate when combining prosodic features 

with other automatically available features of speech recognition systems. 



Variation of speaking rate may have a negative impact for automatic recognition 

systems [33]. Possibly longer utterances, varied or irregular pausing, and slow articu-

lation combined with disfluency may all cause recognition errors [32]. Understandably, 

such chances of error may be even higher for individuals using artificial larynxes.  

It may, however, be possible to make users aware of recognition errors [34] and also 

correct them [35]. Efforts into examining prosodic variations have been made to ac-

count for why some voices are more poorly recognized than others [36, 37]. Failure 

identification and reaction strategies in speech recognition systems may be enhanced 

by integrating prosodic-related information [32]. 

Correcting misrecognitions by users have also been predicted and analyzed. User 

corrections were more poorly recognized than non-corrections, but they were not more 

frequently rejected by the recognition systems. Corrections paraphrasing the original 

information were found to be less recognized than those omitting it [38]. However, user 

corrections were found to be better identified by means of a combined feature set of 

prosody and specific system-derived features. Future techniques to improve correction 

prediction and to further execute modifications for automatic correction identification 

would also add to positive development of speech recognition for artificial-larynx-

driven speech. 

5 Total Synthetic Speech 

One could imagine going one step further by synthesizing the speech in real time based 

on the successfully recognized utterances. In this case the artificial larynx would be 

replaced by an artificial voice altogether using synthetic speech. In this way it may be 

possible to somehow restore the original voice of someone who has undergone surgery 

on the larynx. Some research attention has also gone into synthesizing speech with ar-

bitrary voices [39]. 

However, such an approach raises new issues such as where the sound should come 

from. An advantage of the artificial larynx is that the sound still originates from the 

throat of the speaker. With synthetic speech, it is important that the speaker is as close 

as possible to the speaker’s mouth to give the impression that the sound actually origi-

nates from the speaker. Otherwise, if the speech comes from a different location, the 

listeners may get confused in conversational settings. Moreover, this scheme would 

require highly accurate speech recognition. The impact of misrecognition consequently 

resulting in erroneous speech synthesis is more severe than an incorrect pitch contour, 

which in the worst case will only sound odd in comparison to incorrect. 

One major issue with synthetic speech systems is potential lags caused by processing 

delays as the detection and synthesis involved are in essence complex operations. 

6 Summary and Future Work 

This paper has explored the problem of lacking prosody in speech produced with arti-

ficial larynx devices. Three approaches to improving the expression pitch for such 

speech using recent technological advances and off-the-shelf hardware are discussed, 



namely, the simplest strategy of manual control of pitch through gestures via a handheld 

device, the automatic control of pitch via speech recognition, and finally the most chal-

lenging idea of total real-time synthesis of speech based on  real-time speech recogni-

tion.  

The simple approach such as the manual control would probably be associated with 

an unperceivable delay. With efficient algorithms and high performance hardware, it 

may be possible to reduce processing lags to a minimum. Future work will focus on (a) 

exploring the perception effects of altering the pitch and (b) developing a robust pitch-

contour prediction algorithm. 
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