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Abstract. We seek to improve information retrieval in a damspecific collection
by clustering user sessions from a click log amhtblassifying later user sessions in
real-time. As a preliminary step, we explore theimmassumption of this approach:
whether user sessions in such a site are relatia tpuestion that they are answering.
Since a large class of machine learning algoritbsgsa distance measure at the core,
we evaluate the suitability of common machine leggrdistance measures to distin-
guish sessions of users searching for the answsairt@ or different questions. We
found that two distance measures work very wellofar task and three others do not.
As a further step, we then investigate how effective distance measures are when
used in clustering. For our dataset, we conductasea study where we had multiple
users answer the same set of questions. This glataped by question, was used as
our gold standard for evaluating the clusters pceduby the clustering algorithms.
We found that the observed difference betweenwleclasses of distance measures
affected the quality of the clusterings, as expmkcté&/e also found that one of the two
distance measures that worked well to differentedesions, worked significantly
better than the other when clustering. Finally,diseuss why some distance metrics
performed better than others in the two parts ofvaark.

1 Introduction

With the advent of the Internet, collections ofedlow searching and browsing. And
sites often have logs that capture browse moveadiition to queries and click-
throughs. We are interested in using sessionsdh auog from domain-specific sites
to make recommendations or personalize searchtsetsuimprove information re-
trieval.



Researchers have attempted to make recommendatiopsrsonalize search re-
sults based on profiles, ratings, and web usage Mgny researchers have used ma-
chine learning to cluster users based on the gityilaf their behavior [1-10]. Based
on the cluster to which a user belongs, some prédios in a collection that might be
of interest to that user (collaborative filteringjowever, we have found no studies
that directly address the fundamental viabilityusfng click logs with these machine
learning techniques. In particular, few have evi@dahe overall performance of the
clustering, much less reported the effects of waridistance measures or ways of
representing user actions. In this paper we addhessuitability of machine learning
techniques to cluster web usage logs via thesanm&sguestions:

1. How well can we distinguish between users searcfonganswers to the same
questions from users searching for answers tordiffequestions using distance
measures?

2. Does question similarity affect the ability to téiese two types of sessions apart?

3. Does question difficulty (measured by session lengtffect the ability to tell
them apart?

4. When used in a clustering algorithm, does thetgtili a distance measure to dif-
ferentiate between sessions translate to bettésrpgance?

5. Which distance measure performs best for distaase clustering of user ses-
sion data?

Essentially we are investigating a variant of thester hypothesis proposed by
Jardine and van Rijsbergen [11] which states, ‘dhsociation between documents
convey information about the relevance of documémteequests.” Their work was
comparing the similarity between documents basetheriext of relevant documents
to a query. We hypothesis that the associationdetwisers’ sessions (the documents
viewed) convey information about other documentt ttould be relevant to those
users.

To answers these questions we need sessions frdtipleyusers answering the
same, similar, and different questions. We condluetauser study where we asked
participants to find the answer to a set of questiof varying degrees of difficulty
and similarity and recorded the pages they cliakedvhile attempting to answer the
questions.

In the first phase of our work, we used distanc@suees to compute the distance
between pairs of sessions answering the same asianild different questions using
four different session vector representations. Enaluation is similar to the evalua-
tion Voorhees used in testing the cluster hypothdsd] and allowed us to answer our
first three research questions. Significantly, weurid two classes of distance
measures: ones that could discriminate betweemsssanswering the same vs. simi-
lar or different questions (namely, cosine vectod &animoto) and ones that could
not (namely, Euclidean, squared-Euclidean, and Mtah). We found that the
amount of similarity between questions affected aitity to differentiate questions
but that we could still observe a significant diffece between sessions of users an-
swering the same vs. similar questions. Questifficalty (average session length)



for the poorly performing class of distance measwvas surprisingly positively cor-
related with average distance between sessionsgithdhis correlation seems to be
more of a property of the distance measure thamate. While this data allowed us
to see the discriminating power of distance measutedid not allow for a direct
comparison of distance measure. This is becauseatfieus distance measures pro-
duce distances in various ranges and scales.

Since we intend to use distance-based clusteriggyitims to cluster users’ ses-
sions for later classification, as the second plodigir work, we chose to investigate
whether the observed differences in distance measwould affect distance-based
clustering. We compared the resulting clusteragusixtrinsic cluster quality metrics;
this allowed us to directly compare the performaaotelistance measures. To com-
pute the extrinsic cluster quality metrics, we cangal clusterings from the clustering
algorithms to our gold standard: sessions clusteesgd on the question they were
answering.

As a preliminary step for phase two, we considerledtering algorithms of four
different types: k-Means (a centroid-based algam)thsingle link hierarchical (a link-
age-based, bottom-up, hierarchical algorithm), @FST(a density based algorithm),
and EM (a probabilistic based algorithm with notali€e measure involved). We
found that for our data, k-Means provided the bestall results.

As part of phase two, we investigated what effeelying numbers of clusters had
on performance and found that the optimum numbetustters is between 80 and 120
for our study. Overall, we confirmed that there evero classes of distance measure,
but in the top performing group, Tanimoto distirghéd itself as the best for our data
and task.

This paper extends an earlier paper that reponedesults from phase one of this
work [11].

This paper is organized as follows. We describateel work in Section 2, the
methods we used for gathering and analyzing ow ida$ection 3, and our data anal-
ysis in Section 4. In Section 5, we offer conclusiand describe what can be done to
build on our work.

2 Related Work

Much of the work in applying clustering algorithrirs the information retrieval
field has focus on clustering documents based erdintent of the pages to find simi-
lar pages. Early papers in this field [11, 12] déscthe problem and propose basic
tests for evaluating the potential of these teaesgfor improving the state of the art.
While our work is focused on the potential of maehiearning techniques using web
usages logs, many of the tests proposed in thieeaork are applicable.Strehl et al.
[13] systematically analyzed distance measuresh®rpurposes of grouping similar
documents. They clustered documents based on titentaf the pages, using a simi-
lar set of distance measures and clustering algorés our work. They found similar
results regarding distance measures used in dlugterosine and extended Jaccard
(Tanimoto) similarity are vastly superior to othreeasures. The main difference be-



tween our research and theirs is that they focosetlustering based on page content
not user sessions. Also, their work investigatestasice measures after clustering,
whereas we also compared distance measures td atgadard directly.

Some researchers have considered applying clugtetgorithms to web usage
logs. But, much of this work fails to evaluate Higlity of their algorithms to associ-
ate users with similar information needs. Also maegearchers focus purely on
searches and documents clicked in search resiittk-foroughs) but do not consider
a user’s full search and browse history [1-8,15].

Some work has used web usage logs to analyze ugpaesy/click-through and
browse behavior. Ageev et al. [16] gathered logssefrs answering a set of questions
that were deemed hard to answer. They were inegtéisiclassifying sessions to iden-
tify successful searching behaviors. Their study/ it make use of clustering algo-
rithms or distance measures and their logs involvetl wide searches whereas we
limit ourselves to a single web site.

Mobasher et al. [17] compared the performance weérse clustering algorithms
using web usage data for the purpose of persodafizge recommendation. They
clustered a portion of their log and then clasdiBessions from the rest of their log to
their clusters, using a portion of the pages frathesession for classification and the
rest as a relevance judgment. Similar to us themdothat k-means performed the
best. Our work differs from theirs in several way® have a gold standard, we know
what each user was searching for during their sessind we investigate the role
distance measures, session vector representati@stions similarity, and question
difficulty play in clustering user sessions.

3 Methods

The methods used for the first phase of our work @escribed in Sections 3.1

through 3.4. In Sections 3.1 and 3.2 we descrilve Wwe selected and analyzed ques-
tions and how we used those questions in our usey.s We describe the session
vector representations we used in the first phésmiostudy in Section 3.3 and the

distance measures we used for both phases in 8640 The clustering algorithms

and extrinsic cluster metrics we used in the se@ae of our study are described in
Section 3.5.

3.1 Questions

We selected the American Cancer Society’'s webs#ader.org) as our domain-
specific collection. We gathered 141 questions faancer forums, the question and
answer sections of cancer sites, and question@giias such as Yahoo! Answers.
We determined that 120 of these questions couldrssvered using cancer.org by
manually finding the answers on the American Caswariety site.

We wanted to use questions with a range of sintidariand difficulties in our
study. A lay person estimated the difficulty of eagestion, on a scale from 1 to 5,
based on how long it took to find the answer ugiagcer.org. To determine related-



ness, we had an oncologist list which cancer tyjes)y, were associated with each
question. We also had a lay person identify theegdnopics that appeared in the
questions; 15 topics were chosen. Zero or morecgopiere associated with each
question, as appropriate. For example the questMiiere do ampullary cancers
normally start?” was associated with the tagetection.

To quantify the distance between questions forptimposes of choosing questions
and performing our analysis, we used two questistadce measurements. The first
question distance measure, QRistcompares term vectors for the text of a question
concatenated with the associated cancer types ¢fiterancologist) and the associated
topics (from the lay person). Stop words were resdoand the Porter stemming algo-
rithm was applied. Each position in the vector espnted a term; there was a position
for each unique term found in the questions, catygers and topics. A value >0 in a
position in the vector indicated that the questimd that term associated with it.
Term vectors were weighted using the TF-IDF scoreefich term. The cosine dis-
tance measure was used to determine the distamwedyethe term vectors for each
question pair. The QDigl; score is on a scale from 0 to 1 where 0 is theesamad 1
is completely different.

The second question distance measure was basde getcentage of overlap of
related cancer types between a pair of questidrik; and T, are the cancer types
associated with question,@nd Q and C=TNT,, the question distance score QRist
is:

QDist(Q1,Q2) =1 - |Cl/((|T1| +1T21) / 2). @)

For this measure, 0 means that the questions haveaime associated cancer type(s)
and 1 means they have no cancer types in common.

In order to prepare a list of questions with a wiixsimilar and different questions
for the users who participated in our study, weduser first method for measuring
question distance. (The second method for measuistance between questions
was used only during analysis of our results.) @oesairs with a score from 0 to
.65 exclusive were considered similar and fromt®@3 were considered different.
These boundaries were set such that the algorithutd pick 40 questions while max-
imizing the gap between the scores of the two gso@ur highest scoring (i.e., least
similar) pair that was still deemed similar witls@ince score of .63 was:

* What is retinoblastoma?
* In what age range is retinoblastoma most commanind?

Our lowest scoring pair deemed different, withraikirity score of .86, was:

* Can one still have children after testicular caficer
e Can chemotherapy or radiation cause anemia?
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Fig. 1. Depiction of how questions were placed into growslor represents groups of simi-
lar questions with black representing questionk wi similarity.

We programmatically selected 40 questions (4 graafp0) to use in our user
study. To test a range of similarities, we seledtede sets of four similar questions,
three sets of three similar questions and three afettwo similar questions (27 in to-
tal), such that within a set the questions werelaimut were not similar to any of the
other questions in the set of 27. Then we chosguE3tions that were not similar to
any other question. We used a greedy algorithmahase questions from the larger
sets of similar questions, then the smaller setd, fanally the set of different ques-
tions. Questions were put into 4 groups of 10,haswsin Fig. 1, such that within each
group all questions were pairwise dissimilar toverd a training effect from users
knowing where to find information. Each group hadkast one question from each of
the 5 difficulty levels.

3.2 User Study

Each participant in our study was given one of gnarups of 10 questions to an-
swer using only cancer.org and only the interfaegovovided. We used a proxy serv-
er to present cancer.org and captured the uséslsstteam.

We used Amazon’s Mechanical Turk to recruit 200 tipgrants. Google’s
CAPTCHA test was used to ensure that the partitipamre people. The participants
were randomly divided into 4 groups of 50. Eachugravas given one of the prede-
fined groups of 10 questions. Participants wereqmted questions one at a time, in
random order. They also were given a frame setaechbmepage of cancer.org at the
start of each new question to be used for answeahagyuestion. Participants were
given 45 minutes to answer the questions. They wai@ one dollar (an amount on
the high end for Mechanical Turk compensation [1f8}) following the rules and
participating. The top 25% of users, based on thmber of correct answers given,
earned an additional dollar. We based our studprmn by Ageev et al. [16] which
was designed as a question answering game to egmparticipation; the incentive
payment creates competition which encourages effiodt makes it a game. Correct
answers were determined ahead of time by searaanger.org. We expanded our
definition of what constituted a correct answerappropriate, by examining the final
page of users’ sessions to see if we could findreect answer. (We were fairly leni-
ent; correctness of an answer was only used feriadgting compensation).



We eliminated sessions for which there was only page hit other than the
homepage (the first page in every session) unhessdrrect answer was obviously on
that page. Such users may have already known theeanused an outside source, or
simply guessed. We kept all other sessions evargthasers may have answered the
question incorrectly or not at all.

We placed user clicks into individual sessions whame session consisted of the
pages viewed by one user answering one questiorelMieated page clicks associ-
ated with the game, such as question submissiods¢ancer.org’s homepage since it
appeared in every session. We standardized th@iagcaf characters in URLs and
we analyzed URLs in our logs to determine pages liad different URLs but re-
ferred to the same page either by redirects otdnydsird URL conventions.

3.3 User session model: session vector representations

We modeled each session S as a vector of page®fe whch position,;Fin the
vector represents one page in the set of all ungges viewed in the course of the
study (our corpus). We set the values at eachipnf the vector four ways:

Binary represents whether or not a page was viewed iggbsion.

. 1if the page was viewed
V P; € P: Binary(P;) = { f 0 ogleiwise (2)

Freguency represents the number of times a page was vienwtgtisession.
V P; € P: Frequency(P;) = # of time P; was viewed in S 3)

PFISF, Page Frequency times Inverse Sessions Frequenesighting formula we
defined based on TF-IDF, that gave a larger sanpages that have been viewed by
fewer sessions. It takes the frequency value fdroh (3) and divides it by the num-
ber of sessions in which Ras appeared;.F

¥ P, € P: PFISF(P,) = Frequency(P)  —  (4)
Tail weighting reflects the idea that later pages tend to be mngpertant. We used
a linear formula: the closer to the end of the 'sssgssions, the higher the weight. Let

pos(R,S) be the position of the pageg iR the user’s session S (if a page appeared
more than once, the later page position is used).

V P, € P:Tail(P;) = pos(P;,S)/|S| (5)

3.4 Distance Measurements

We investigated the ability to discriminate betwegeairs of session vectors, x and
y, using the following standard machine learningtatice measures, provided by
Mahout, an open source machine learning tool frqpache:

» Cosine Vector (cos)



Z?:l XiYi (6)

cos(x,y) =1— —==1=t=t
Z?:l(xiz) Z?=1(Yi2)

Euclidean (euc)

euc(x,y) = /X, (x; — ¥:)? (7

Manhattan (man)
man(x,y) = Xio % =il 8

e Squared Euclidean (sqe)

sqe(x,y) = Xit, 0 — y)? 9)
« Tanimoto (tan)
tan(x,y) =1 — > Liza X1 (10)
(B, ) +E D)) -E, iy

These distance measures take two vectors and cerapdistance score with O for
identical vectors with increasing scores as theorecbecome farther apart. Note,
these distance metrics are not necessarily directiyparable; they provide distances
in different ranges and with different distributidn the first phase of our analysis,
we evaluated the suitability of a distance measmda session vector representation
for discriminating between sessions answering #mes similar, or different ques-
tions by looking at the average distance, with ddéad deviation, among all pairs of
questions answering the same question, among iadl plaquestions answering simi-
lar questions, and among all pairs of questionsvariag different questions. We
were particularly interested in whether the averdiggance among these three types
of question pairs were different and whether tendard deviation provided a clean
separation between the three types. Each distapasure was evaluated separately.
This analysis is quite similar to that Voorheesduaen testing the cluster hypothe-
sis.

3.5 Clustering algorithms and Metrics for Clustering Quality

We conducted a preliminary test to choose whicktehing algorithm(s) to use for
our analysis of distance measures. We comparedcfastering algorithms each rep-
resentative of a different class of algorithm: kdvie (a centroid-based algorithm),
single link hierarchical (a linkage based bottomhigrarchical algorithm), OPTICS
(a density based algorithm), and EM (a probahilistigorithm with no distance
measure involved). We used open source machineitgatibraries from Mahout
[19], Weka [20], and Elki [21] for implementatiori these algorithms. We ran each
algorithm five times using the cosine vector diseameasure (except for EM which
does not use a distance measure) and had eachcpré@iclusters. We chose to use
cosine vector because it was one of the top-peifaymdistance metrics from phase
one of our work and because it is widely used amdmonly available in the machine



learning libraries. We chose to produce 40 cludtexause our gold standard has 40
clusters corresponding to the 40 questions thatsuaaswered in our study. For
OPTICS a specific number of clusters could notdtedfrectly so we adjusted param-
eters such that we achieved the best performamecetfdclusters.

For phase two of our study we investigated theceffiéestance measures had on the
performance of a clustering algorithm. To evaluaid compare clusterings, we used
extrinsic metrics based on a comparison of thetetssresulting from a clustering
algorithm to our gold standard. Our gold standasdscsts of forty clusters corre-
sponding to the forty original questions; each iseswas placed into the cluster cor-
responding to the question that was being answdrkeel.metrics we used are based
on true positive (TP), true negative (TN), falseifige (FP), and false negative (FN)
statistics produced by the comparison with the géchdard. For a pair of sessions,
those answering the same question and in the slustercare TPs, same question in
different clusters are FNs, different questionshiea same cluster are FPs, and differ-
ent questions in different clusters are TNs.

We used the following metrics to evaluate a clilster

* Precision (P)

TP

TP+FP (11)
e Recall (R)

TP

TP+FN (12)

* F Measure (with precision and recall equally weaght

2PR

- (13
» Fowlkes-Mallows Index
VPR (14)
* Rand
wrerrenien (19)

To test distance measures, we clustered usingesieperforming algorithm from
our initial step, k-means, with the five distanceasures we analyzed in the first
phase of our study. We also tested the effect pfing the numbers of clusters, k, on
performance by using k of 40, 80, 120, 160, and. 286 ran each permutation of
distance measure and k five times, randomizingi@essder prior to each run. The
first k sessions were used as the initial k paimthe algorithm.



Table 1. Averaged data for questions used in the Mechaiiiged study

| Avg. Std. Dev. Min Max
Sessions 50 0 50 50
Accepted 30.75 4.25 15 39
Time spent 68.2s 36.7s 765 171.7 s
Clicks 4.45 1.37 1.69 8.41
4 Results

Here we report basic statistics of the MechaniaakTdata set. Then we analyze
the data with respect to our research questions.

4.1  Mechanical Turk Study Data

200 participants were recruited and completed tudysin less than 4 hours. Table
1 shows averages per question from the Mechaniggd $tudy. We had a 61.50%
acceptance rate (30.75/50) based on our criterisafioacceptable session, as de-
scribed in Section 3. This acceptance rate idla lielow what others have reported
[16], but not atypical for Mechanical Turk studies.

Session lengths (clicks) varied with a minimum dd9and a maximum of 8.41.
We used session length to indicate question diffidn our analysis; this data shows
a range of difficulties as we had hoped.

4.2  Same vs. different questions

Our first research question considered whetherdst@hmachine learning distance
measures could differentiate sessions of peopleensy the same questions from
sessions of people answering different questioreslaked at our four session vector
representations: binary, frequency, PFISF and Tag. 2 shows average pairwise
distances grouped into same, similar, or diffefbased on QDisg; score for ques-
tion distance) for each session vector represemtand distance measure. Each bar
represents the average distance between the pasrgioup. The color of the bar
represents whether the pairwise distances betwessions were for sessions answer-
ing questions that are all: the same (same); sim(ila.65] QDistiqs score (sim); not
the same (sim & dif); or different [.85-1] QDijgt score (dif). Session distances were
normalized before averaging by dividing by the mvakue. Error bars in the figure
represent one standard deviation. (Note, we redek Ito this figure when we discuss
the effect similarity has on our ability to diffeitéate similar questions in the next
subsection.)
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Fig. 2. Average pairwise session vector distances withdstal deviation for each distance
measure (cos, euc, man, sqge, and tan). The coloarsfwithin each group represent whether
sessions pairs were answering same (same), si(sil@), or different questions based on
QDistygr. Sim & dif is the union of similar and differenéssion pairs. Different graphs repre-
sent different session vector representationsiar, B. tail, C. frequency, D. PFISF

To compare the distance between pairs of sessimswesing the same question
(same) and the distance between pairs of sessmnanswering the same question
(sim & dif) consider the first and third bar in déagrouping. The distance measure-
ments fall into two classes, regardless of sess@mtor representation. For cosine
vector (cos) and Tanimoto (tan), we see a cleaaraéipn between same vs. sim &
dif questions; there is no overlap in the erroisb& T-Test comparing these two sets
shows the difference is highly significant; witheasige scores of 2.29E-13. The com-
bination of cosine vector distance and a frequemeighting perform the best with a
score of 6.18E-16. The second class of sessiowditance measures consists of
Euclidean (euc), Manhattan (man), and squared d&aai (sge). For this group, we
see nearly completely overlapping error bars wittagerage T-Test score of 0.0146.
While this result is still significant it is 11 ceds of magnitude less significant than
the other group.

4.3  Similarity

Our second research question was: what effect thaesimilarity between questions
have on our ability to differentiate between sassirom users answering the same
question and sessions of users answering diffengggtions?

11
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Fig. 4. Average session distances, A. cosine vector anduBlidean, each using the PFISF
session vector representation and separated intgtfDsimilarity groups and ordered by
average session distance.

Look again at Fig. 2: in each grouping comparestond column (sim), the aver-
age distance between sessions for people answarimar questions, (0-.65] using
QDistsgr and the fourth column (dif), the average distabegveen sessions for peo-
ple answering different questions, [.85-1] usingifik}. As one might expect, the
average session vector distance between similatiqne (sim) is closer in value to
the average session vector distance between sagstéans (column 1), regardless of
weighting or distance measure, than the averagiosesector distance between dif-
ferent questions(dif) is to the average sessiotovelistance between same questions.
We again see the same two groups of differentlyopeing distance measures. For
tan and cos, the error bars overlap; but the diffee between same questions and
similar questions is still strongly significant Wian average T-Test score of 8.68E-5:
Cosine vector and PFISF performed the best witliB-5. For the other group (euc,
sge, and man), except for one instance, the emofdn sim is contained in the error
bar for same, and there was no significant diffeeewith T-Test scores averaging
.309; the one outlier was euc with tail weightingieh was barely significant, 0.0469.

Fig. 3 shows the average pairwise session vecttardie between sessions for all
pairs of questions plotted against their QRjsscores: 0 for same, (0-.65] for similar,
and [.85-1] for different. For the rest of the pgpee use cosine vector and Euclidean
as representatives of the two classes of distareasunes and we limit ourselves to
the PFISF — the best performing session vectoresgmtation. In graph 3A (cosine
vector), for similar question pairs, we see an upWweend as we move from left to



right. A line fitted to these points had a positslepe and an Rvalue of .191. While
not significant, this result still suggests thagagstion pairs are deemed less similar,
their sessions tend to be farther apart (have fpage clicks in common).

Fig. 3A has some outliers: a red square and twe Blamonds that are well below
the others. The question pair for the similar goesbutlier (red square) is:

* What is retinoblastoma?
* In what age range is retinoblastoma most commanind?

These questions are about an uncommon cancer fizhwhere is relatively little
information on the cancer.org website. So it is suprising that questions related to
this cancer might hit the same pages.

The two outliers in the different question pair gan(blue diamonds) reflect a
shortfall of our TF-IDF distance metric. One questivas in each of these two ques-
tion pairs and the other two questions were comsdlsimilar (the common question
and the other two were classified as differentle fhestion in both pairs was:

« How long does it take for a normal cell to becoraaaerous after it starts chang-
ing?

The other two questions in the pairs deemed sirvlaach other were:

* When does a tumor become cancerous?
« Are all tumors cancerous?

We can see that all of these questions are quitiasj especially the question found
in both pairs and the first of the other two. Hoeewhe only term that they have in
common that is not a stop word is cancerous. Enia stems to cancer which appears
quite often in our questions and therefore hasva Té&-IDF score. These are also
general questions that do not have a specific cagpe associated with them; thus
neither of our question similarity measures seneehdicate that these questions are
similar.

Fig. 3B clearly shows how the Euclidean distancasuee had trouble differenti-
ating between same, similar and different questioAd three groups of questions
pairs (same, similar, different) have a similargarf distance scores. Fig. 4 shows
the same data as Fig. 3 (average pairwise sessitnrwdistance of sessions for all
question pairs) sorted from closest to farthesideit into three groups: same, similar
and different indicated by color and shape. Foimepsgector (4A), the same and simi-
lar groups occur evenly within their respectiveges) with same appearing mostly
below similar. Different questions are all mostlystered near the top, with only a
few points having a slightly closer distance scfire., the outliers we previously
mentioned). The graph of the Euclidean data (4Bjtinaes to show the distance
measure performing poorly: session distance scavbsther for same, similar or
different questions pairs, are in nearly identieaiges.
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Fig. 5. The same graphs from Fig. 1, 2, and 3 using theeratype distance, QDjgtand
cosine vector distance (and Euclidean distancé)nvth PFISF weighting.

Fig. 5 shows results for the other similarity measwe implemented, QDigt
based on cancer type which we described in Se8tibtere we see three graphs, A, B
and C, that correspond to Fig. 2, 3, and 4. Siheerésults for QDigt were quite
similar to the results for the QDigt with regard to distance measure performance
and the effect of the session vector representati@n only show data for PFISF
weighting and the cosine vector distance measweptXor 5A where we include the
Euclidean distance measure.

Fig. 5A shows a similar result to what we saw ig.Rl; same questions are dis-
cernible from dif & sim questions with T-Test scoref 7.42E-16 and 1.01E-09 for
cosine vector, respectively. We also see the saffezathce in performance between
the two classes of distance measure.

Fig. 5B compares average session distance periquestir and question distance
using cancer types, QDistQDist; is less nuanced than QLQ}gt(Fig. 3); few data
points are in the middle meaning that most of thestjons either had the same asso-
ciated cancer types or had no types in common.

When we compare Fig. 5C to 4A, we see that botlstiue distance measures
classify the majority of low scoring session dists (sessions with more pages in
common) as same or similar. However, we see thastQ8assifies many more ques-
tion pairs as similar where the session distanoeesis large (sessions have less in
common). This result explains why there is lessiriSon between column 2 (sim)
and 4 (dif) in 5A than in 2D.

4.4  Question difficulty and session vector distance

Our third research question was: how does quesdiiioulty affect the ability of
distance measures to discriminate between queStigesall that we measure a ques-
tion’s difficulty for this analysis as the averagember of page views taken for users
to answer that question.

Fig. 6 shows average distance between sessionsdos answering the same ques-
tions plotted against the average length of sesdmmnthose questions. Fig. 6A shows
the results for the cosine vector distance measieee we see very little correlation
between question difficulty and distance betweessisas. There is a slight upward
slope to the line as the number of page clicks gpelut the Rvalue of a line fitted
to the data is .22, meaning only 22 percent of/lreance can be attributed to it.
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and Euclidean, B, distance measures

So for the cosine vector distance measure averggoss length had little effect on
the average distance between questions.

For the Euclidean distance measure we see a stamglation between question
difficulty and average distance between sessiogsquestions increase in difficulty,
they also increase in average distance betweeiosssa line fitted to this data had
an R of .84. This result means that the longer the ayersers session the farther
apart those sessions are, which is surprising teinge we assumed that as sessions
got longer there would be more of a chance forisessto have pages in common
which would lead to a lower average distance.

4.5 Clustering algorithm comparison

In phase two of our study we used a clusteringrélyn to directly compare the per-
formance of distance measures. First, though, wtede4 clustering algorithms: k-
Means, OPTICS, SLINK, and EM to find an algorithnat performed well for our
data as described in Section 3.5. Fig. 7 showsteeage score of five runs for our
five extrinsic cluster evaluation metrics; the erbars represent one standard devia-
tion. We see that k-Means and OPTICS perform tts¢ for precision, F Measure,
Fowlkes-Mallows and Rand, with k-Means on top fibibat Rand. SLINK is by far
the top performer for recall followed by k-Meanshelreason SLINK performs so
well for recall is that it clustered 1158 of 1228sions into one cluster; this produces
high recall since most of the sessions answeriegsime question are in the same
cluster, but this is not a good clustering oveaalshown by the other metrics.

We tested the significance of the difference betwledeans and the other cluster-
ing algorithms for all metrics. Table 2 shows theatues from those t-test; numbers
in bold are significant. We see that k-Means isigicantly better than EM and, for
all but recall, k-Means is significantly better th8LINK. Comparing OPTICS and k-
Means, we see that the only metric for which they significantly different is recall
where k-Means has the edge. We chose to use k-Mesathe clustering algorithm for
the rest of our analysis, since k-Means offers gogatall performance.
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Fig. 7. A comparison of extrinsic cluster quality metrfos clusterings of 40 clusters using k-
Means, Optics, SLINK and EM and the cosine vecistadce measure

Table 2. Significance scores (P-values from T-Tests) fdriesic cluster quality metrics for the
differences between k-Means and the other clugtedigorithms. Significant values are bold.

Precision Recall F Measure Fowlkes- Rand
Mallows
K-Means/
0.493526 0.001785 0.203346 0.060922 0.247371
OPTICS
K-Means/
EM 0.000895 1.83E-05 0.000342 0.000166 0.02372
K'QALTSES/ 0.000791 | 1.71E-05 | 0.000446 | 0.001213 2E-08

4.6  Analysis of distance measures using k-Means clustering algorithm

Fig. 8 shows graphs for 4 of the 5 metrics (F Measund Fowlkes-Mallows were
highly similar) for our 5 distance measures with 80, 120, 160, 200 clusters. Each
point represents an average of 5 runs where sessitsr was randomized prior to
each run.

Fig. 8A shows precision. For all distance measwrasurprisingly, as the number
of clusters increases so does the precision; niostéecs means smaller overall cluster
sizes which tends to decrease FPs. The classtahdesmeasures able to differentiate
same and different questions in our initial anaysbsine vector and Tanimoto, per-
form better than the other distance measures. \&e sde that Tanimoto performs
significantly better than cosine vector for all rhers of clusters. Also interesting to
note is that for Tanimoto, the precision gain sl@fter 120 clusters.
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Fig. 8B shows recall. For all measures, unsurgglginas the number of clusters
increases the recall decreases; more clusters reaiker overall cluster sizes which
means more chance for sessions answering the sa@séian to end up in different
clusters. For recall, cosine vector and Tanimotdope worse than the other distance
measures. We find that the distance measures with gecall tend to have a single
cluster that contains the majority of the poinkss is the case for Euclidean, Squared
Euclidean, and Manhattan. This single large clustbile good for recall, is not ideal
for our task.

Fig. 8C shows F Measure: essentially an averagpredfision and recall. Once
again we see that cosine vector and Tanimoto parfeell with Tanimoto having the
edge. Also interesting is that for cosine vectod danimoto, the F Measure starts
decreasing after 80, which suggest that the optiknfdr these distance measures
might be between 80 and 120 for our data set. abethat a cluster size larger than
the number of questions we used, 40, seems to timalps not surprising when you
consider that answers to our questions could apmeanultiple pages and that users
may have used different methods to find the answethe same questions (i.e.,
browse heavy vs. search heavy). Each of theserfaotdd lead to distinct sub clus-
ters within session for the same question.

Fig. 8D shows Rand. Rand represents the propoofigrairs of sessions that were
clustered correctly, i.e. true positives and tregatives. Once again we see that co-
sine vector and Tanimoto perform the best with ento having the advantage for
smaller cluster sizes.
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4.7 Distance measures

In all of our results, we have found that 2 diseanteasures perform better than the
other three. To explain why these two distance omeasperform significantly better,
consider the following 3 vectors:

1000
1011
0100

When measuring the distance between vectors obssssve believe that sessions
that have something in common, vectors 1 and 2uldhioe considered closer than
vectors that have nothing in common, 1 and 3. Esine vector and Tanimoto dis-
tance measures, when two vectors have nothingrmmem they are always the max-
imum distance apart, 1. However for Euclidean, Mat#m, and squared Euclidean
vectors 1 and 3 are considered closer than vettarsd 2. This result leads to short
sessions with little or nothing in common beingselothan long sessions with more
overlap. This property could account for the pwesittorrelation we observe between
distance and questions difficulty for the Euclidestance measure observed in Fig.
6B and is likely a factor in why Euclidean, Manbatiand squared Euclidean perform
so poorly for our data.

5 Conclusions and Future Work

We found that machine learning distance measures afele to differentiate be-
tween sessions from people answering the sameigueshd different questions.
Moreover we found that that ability was greatlylileihced by the distance measure
used, with cosine and Tanimoto performing well &wtlidean, squared Euclidean,
and Manhattan performing poorly. We found thatabdity to differentiate was mar-
ginally affected by session vectors representagioth question difficulty. When the
two classes of distance measures were used fotredhg, our initial results were
confirmed. Cosine vector and Tanimoto performewy weell; the other three did not
perform well.

We observed, for cosine vector and Tanimoto, whenseparated similar ques-
tions from different questions, regardless of whgimilarity metric we used, our
ability to differentiate same from similar was samh@t less than differentiating same
from different plus similar. But it was still pob#®. Both same and similar questions
had a lot of variance in terms of average distaartd had a fairly even distribution
within that range. What is interesting about thgsult is that the amount of overlap
between user sessions seems dependent on theoquestif. It could be the case for
same and similar questions, that the ability tb tte¢m apart using our methods is
affected by the number of pages available abougtiestion in the collection. This
seems to be the case when we consider the oudiédemtified in the similar range in
Section 4. By looking at outliers, we also obsertreat there were some limitations of
our question distance measure. However, TF-IDFsieduextensively in the infor-



mation retrieval community and the limitations avell understood. They did not
appear to impact our results other than explaiaifew outliers.

We found that when clustering using k-Means, orgadice measure, Tanimoto,
performed the best. Tanimoto and cosine vectohayely similar measures so it's
curious that one performs significantly better tiiaa other. For both measures when
sessions have no pages in common the distancans When they have all pages in
common the distance is 0. The difference betweenwo is that Tanimoto penalizes
more for mismatches: where pages are in one saskigmot the other. For example
consider the following two vectors:

1000

1111
The distance between these two vectors is .5 ahdisihg cosine vector and Tan-
imoto, respectively.

It should be noted that, while this study used rpadstions from actual users and
user sessions of real people looking for the arsweethose questions, this is still a
controlled experiment. This type of question ansugebehavior is very likely not the
only type of behavior on a site. Also, users ofiennot have well-formulated ques-
tions, such as the ones we provided. Further, thay have multiple unrelated infor-
mation needs in the same session. These challshgetd be addressed if one were
to use these techniques on actual user session data

Other interesting work that could be done with data is to see what effect the
correctness of a user’s answer has on the distagiveeen sessions. One could also
examine whether sessions with the correct answensdf the answer on the same
page. It is entirely possible if two (or more) padeve the answer for a question,
there could be two (or more) paths for finding #hgsiges leading to sessions that are
completely different but found the answer to theeajuestion. This possibility could
affect our current study by making average pairvdstances between same ques-
tions farther apart.

Future work could include enumerating more propertf distance measures for
our type of data to further refine our choice ottrigeor to inform the development of
a new one. We may also apply what we have learbedtadistance measures and
representations of session vectors to real logwh&xe user intentions are unknown.
Such an effort could be used to enhance searahsarggest pages for users based on
historical user access and the perceived informataed of the current user. We are
also interested in considering the structure ofwledsite and how it relates to user
sessions, in addition to just looking at the cliog.
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