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Facial Expression Recognition Using Local
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Abstract— An image is worth a thousand words; hence, a face
image illustrates extensive details about the specification, gender,
age, and emotional states of mind. Facial expressions play an
important role in community-based interactions and are often
used in the behavioral analysis of emotions. Recognition of
automatic facial expressions from a facial image is a challenging
task in the computer vision community and admits a large set of
applications, such as driver safety, human–computer interactions,
health care, behavioral science, video conferencing, cognitive
science, and others. In this work, a deep-learning-based scheme
is proposed for identifying the facial expression of a person. The
proposed method consists of two parts. The former one finds
out local features from face images using a local gravitational
force descriptor, while, in the latter part, the descriptor is fed
into a novel deep convolution neural network (DCNN) model. The
proposed DCNN has two branches. The first branch explores geo-
metric features, such as edges, curves, and lines, whereas holistic
features are extracted by the second branch. Finally, the score-
level fusion technique is adopted to compute the final classifica-
tion score. The proposed method along with 25 state-of-the-art
methods is implemented on five benchmark available databases,
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namely, Facial Expression Recognition 2013, Japanese Female
Facial Expressions, Extended CohnKanade, Karolinska Directed
Emotional Faces, and Real-world Affective Faces. The data-
bases consist of seven basic emotions: neutral, happiness, anger,
sadness, fear, disgust, and surprise. The proposed method is
compared with existing approaches using four evaluation metrics,
namely, accuracy, precision, recall, and f1-score. The obtained
results demonstrate that the proposed method outperforms all
state-of-the-art methods on all the databases.

Index Terms— Deep convolution neural networks (DCNNs),
facial expression recognition (FER), local gravitational force (GF)
descriptor, score-level fusion, softmax classification.

I. INTRODUCTION

AFFECTIVE computing is a field of study that attempts to
develop instruments/devices and systems that can iden-

tify, interpret, process, and simulate human effects. Nowadays,
it has got a considerable amount of attention toward the
research communities in the fields of artificial intelligence and
computer vision due to its noticeable academic and commer-
cial applications, such as human–computer interaction (HCI),
virtual reality, health care, deceptive detection, multimedia,
augmented reality, driver safety, and surveillance. Generally,
computational models of human expression process affective
state, and they are of two types: decision-making models and
predictive models. The former one accounts for the effect of
expression, whereas the latter one can identify the state of the
emotion. Models of nonverbal expression of different forms
of facial expressions deduced from speech, body gesture, and
physiological signals provide valuable sources for affective
computing. Interested readers are referred to [1] to know more
about various methods, models, and applications of affective
computing. In this study, computer-based facial expression
recognition (FER) is considered due to its ability to mimic
human coding skills. FER is indispensable in affective comput-
ing. Facial expression is an essence of nonverbal communica-
tion to express the internal behaviors in interpersonal relations.
Moreover, it is a sentiment analysis technology that uses
biometric to automatically recognize seven basic emotions:
neutral (NE), anger (AN), disgust (DI), fear (FE), happiness
(HA), sadness (SA), and surprise (SU) from still images or
videos. Although a considerable amount of works was con-
ducted for developing instruments to access emotions, recog-
nizing human expressions is still a challenging task that is
affected by definite circumstances especially when performed
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in the wild. Some of the notable difficulties associated with
FER are as follows: 1) when the difference between two facial
expressions is small, it is difficult to distinguish them with high
precision [2] and 2) generally, the expression of a particular
facial emotion by different people is not the same due to the
interperson variability and their face biometric shapes [3].
All the recent studies focus on FER methods that can be
categorized into two groups: handcrafted feature-based meth-
ods and deep-learning feature-based methods. The former one
is also divided into appearance-based features and geometric
features. Appearance-based methods rely on various statistics
of the pixels’ values within the face image. Examples include
Gobar wavelets [4], Haar wavelet [5], local binary pattern
(LBP) [6], [7], histogram of oriented gradients (HOG) [7], [8],
histogram of bunched intensity values (HBIV) [9], dynamic
Bayesian network (DBN) [10], and so on. On the other hand,
geometric features are obtained by transforming the image into
geometric primitives, such as corner or minutiae points [11],
edges, and curves [12]. This is accomplished, for example,
by locating unique features, such as eyes, mouth, nose, and
chin, and measuring their relative position [13], [14], width,
and, perhaps, other parameters. However, extracting distinctive
features based on traditional methods is limited to the human
experience, so it is difficult to acquire and arduous to achieve
better performance on large data. Traditional approaches are
not up to the real FER application requirements, and they also
require high computational cost and space [15].

Over the past few years, feature extraction from image
data using deep convolution neural networks (DCNNs) has
gained popularity in various computer vision tasks. By virtue
of using DCNN, many breakthroughs were achieved for image
classification problems, especially face related recognition
tasks [16]–[18]. It is observed that DCNN has outperformed
the traditional methods with handcrafted features in recent
years [19]–[21]. DCNN is able to extract hypothetical features
from a low level to a high level of facial images with the help
of several nonlinear connections [16]. Furthermore, DCNN
can extract useful unique features by solving several issues
caused by traditional methods. In [22], a DCNN for FER was
designed to provide better discrimination ability by combining
the central loss function and the verification recognition model.
In another work [23], a conditional generative adversarial
network was presented to increase the size of the data and
DCNN used for the facial expression classification [24].
Fathallah et al. [25] discussed a recognition algorithm based
on the geometry group model.

A. Motivation and Contribution

It is clear from the literature that most of the existing works
perform reasonably well on databases having images that
were captured in controlled lab environments. However, these
works do not yield satisfactory results on more challenging
and real-time databases consisting of images with greater
variations. Thus, there is a need to improve the performance
of an FER system. The performance of an FER system relies
on feature engineering. Engineering new features from existing
ones can improve the performance of a system. This motivates

us to work further in this direction. It is also clear from state-
of-the-art methods that most of the works related to FER tasks
are based on edge information [12], [26]–[30] because it varies
in individual expression. Important features, such as corners,
lines, and curves, can be extracted from the edges of an image.
Edges are significant local changes of intensity in an image.
In the recent past, various DCNN models were exploited to
extract hypothetical deep features for developing FER systems.
However, the number of features is quite large. Sometimes,
deep features may lead to overfitting. Moreover, the extraction
of deep features is time-consuming, and it requires powerful
resources. Furthermore, only a small fraction of these over-
whelming numbers of features are used. On the other hand,
edge detection using gradient captures the small change in
the x- and y-directions, which are known as gradients. The
gradient is a vector that has a certain magnitude (M) and
direction (D). M would be higher when there is a sharp change
in intensity, such as around the edges. M provides information
about edge strength. On the other hand, D is always perpen-
dicular to D of the edge. D represents the geometric structure
of the image. Thus, in the first step of the proposed method,
edge descriptor based on gravitational force (GF) [31] is
adopted because it uses surrounding pixel information instead
of considering the adjacent pixels difference in the x- and
y-directions while computing M and D images. However,
the proposed system does not depend only on local edge
information, but it also depends on holistic features. Thus,
in the second step, M and D images are fed into a novel DCNN
to extract useful information. The proposed DCNN consists
of two branches: the first one consists of shallow DCNN and
extracts the local features, whereas the second one fetches the
holistic features from M and D images as it consists of major
DCNN. Finally, a score-level fusion technique is adopted on
classification results obtained from M and D images to get
final results. The overview of the proposed method is shown
in Fig. 1. The performance of the proposed method is com-
pared with 25 state-of-the-art methods. All the methods are
implemented on five benchmark databases, namely, FER 2013
(FER2013) [32], Japanese Female Facial Expressions (JAFFE)
[33], Extended CohnKanade (CK+) [34], Karolinska Directed
Emotional Faces (KDEFs) [35], and Real-world Affective
Faces (RAFs) [36], [37]. To measure the efficiencies of all
the methods, including the proposed one, four classification
metrics, namely, accuracy, precision, recall, and f1-score, are
considered for the quantitative evaluation. Empirical outcomes
illustrate that the proposed method defeats all the 25 state-of-
the-art methods.

The rest of the work is organized as follows. In Section II,
a review of earlier works related to FER is conducted. The
proposed method is described in Section III. Experimental
results and discussion are presented in Section IV. Finally,
Section V concludes the work.

II. RELATED WORK

All the methods in the FER task can be categorized into
two groups based on feature extraction techniques, namely,
handcrafted features and deep-learning features. This section
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Fig. 1. Overview of the proposed FER scheme.

presents them briefly. Mainly two steps, namely, feature
extraction and classification, are associated with the FER
task. Conventional features, such as Gobar wavelets [4],
curves [12], scale-invariant feature transform [21], HOG [8],
LBP [6], minutiae points [11], Haar wavelet [5], HBIV [9],
DBN [10], and edges [38], were exploited with advanced
domain comprehension in the first step. In the second step,
support vector machine (SVM) [39], feedforward neural net-
work [40], and extreme learning machine [41] were adopted
for classification. Chen et al. [42] offered a feature descrip-
tor called HOG from three orthogonal planes (HOG-TOPs)
to extract dynamic textures from video sequences to char-
acterize facial appearance changes. However, handcrafted
features-based methods have limited performance in real-life
applications, especially for FER tasks. In recent years, it is
observed from the literature that deep-learning-based meth-
ods are superior to handcrafted features-based methods for
FER tasks [17], [18], [43], [44]. Shallow and Deep CNN
considered for extraction on gray-scale images and classified
using softmax classifiers on FER2013 [45]. In [46], the DCNN
framework and Softmax were considered for feature extrac-
tion and classification respectively on the FER2013 data-
base [32]. Orozco et al. [47] presented Alexnet-, VGG19-,
and ResNet-based transfer learning methods for the FER task.
Sun et al. [16] presented a DCNN model and DeepID features
for face recognition. In another work, Sun et al. [48] consid-
ered the Siamese network to increase the efficiency of the
FER task. Barsoum et al. [49] discussed the VGG13 network
for the FER task on the FER+ database. A weighted mixture
deep neural network is considered for the FER task, and it
consists of two channels: one of them was used to extract the
facial expression features on gray-scale images with partial
VGG16 framework. On the other hand, features are extracted
on LBP images with shallow DCNN on JAFFE [33] and
CK+ [34] databases further, and softmax classifiers were used
to classify the extracted features and then combined obtained
outputs from both the channels using weighted fusion in [50].
In [51], features were extracted from pretrained VGG19

architecture on the ImageNet database for the FER task and
SVM used for expression classification on JAFFE and CK+
databases. In [52], three DCNN subnetworks were considered
and trained independently on FER2013 and AffectNet data-
base [53], further ensembled three networks using weighted
fusion. Furthermore, larger weights were assigned to the net-
work, which obtained higher recognition accuracy. Moreover,
appearance-based features were extracted using DCNN, and
obtained features were fused with geometric feature-based
DCNN in the hierarchical constitution according to [54].
However, appearance features were extracted on LBP images;
likewise, gray-scale images were considered for geometric
feature-based networks on JAFFE and CK+ databases. In [55],
ensembled ResNet50 and VGG16 frameworks were utilized to
extract facial features and classify individual expressions on
the KDEF database [35]. Hasani and Mahoor [56] presented
a DCNN framework that consists of 3-D Inception-ResNet
layers followed by a long short-term memory (LSTM) unit
that together extract the spatial and temporal relations from
facial images (3-D Inception-ResNet + landmarks). Geometric
and regional LBP features were merged by autoencoders
followed by Kohonen self-organizing map (SOM)-based clas-
sifier (Autoencoders + SOM) to recognize facial expres-
sions [57]. Kim et al. [58] considered a spatiotemporal
feature representation learning for solving the FER prob-
lem by encoding the characteristics of facial expressions
using DCNN and LSTM (spatiotemporal feature + LSTM).
Pons and Masip [59] considered ensembles of DCNNs for
solving the FER problem. Villanueva and Zavala [60] pre-
sented a DCNN for classifying two facial expressions: happy
and sad only. Meng et al. [61] and Liu et al. [62] worked
on identity-aware FER models. Meng et al. [61] used two
identical DCNN streams to jointly estimate various expres-
sions and identity features (IACNN) to find relief inter-
subject variations initiated by personal attributes for the
FER task. On the other hand, Liu et al. [62] employed deep
metric learning (2B (N + M)Softmax) to jointly optimize a
deep metric and softmax loss. Alam et al. [63] resorted to a
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sparse-deep simultaneous recurrent network (S-DSRN) for the
FER problem and incorporated a dropout rate to the model.
Benitez-Quiroz et al. [64] presented an FER system based
on discriminant color features and a Gabor transform-based
algorithm (color features + Gabor transform) to gain invari-
ance to the timing of facial action unit (AU) changes. In [65],
a model called deep comprehensive multipatches aggregation
convolutional neural networks (DCMA-CNNs) was presented.
It had two branches. One branch extracted holistic features,
whereas the other branch obtained local features from seg-
mented expressional image patches. Then, both feature vectors
were combined to classify expressions using DCNN with
ETI-pooling. Zhang et al. [66] developed a broad learning
system for FER. A multilevel DCNN was developed to
extract midlevel and high-level features within facial images
to solve the FER problem (ensemble of MLCNNs) [67].
In [68], an attentional DCNN named a deep emotion to
tackle the FER problem was devised. In [69], a deep AU
graph network was presented based on a psychological mech-
anism. In the first step, the face image is divided into small
key areas using segmentation techniques. Furthermore, these
key areas are then converted into corresponding AU-related
facial expression regions. Second, from these regions, local
appearance features were extracted for further AUs analysis.
Then, considering AU-related regions as vertices and distance
between every two landmarks as edges, AUs facial graph is
constructed to represent expressions. Finally, learning hybrid
features for FER adjacency matrices of the facial graph is
put into a graph-based convolutional neural network to com-
bine the local-appearance and global-geometry information.
Kopaczka et al. [7] presented a high-resolution thermal facial
image database for the FER task. Besides, they extend existing
approaches for infrared landmark detection with a head pose
estimation for improved robustness and analyze the perfor-
mance of a deep-learning method on this task.

III. PROPOSED METHOD

This section presents a brief overview of an edge descriptor
of an image using GF followed by a detailed description of
our proposed DCNN for the FER task.

A. Edge Descriptor

Roy and Bhattacharjee [70] stated that each pixel value
of an image is parallel to a universal body, and therefore,
it is considered as a mass of the body. The GF of an image
is employed by the central pixel on its adjacent pixels. The
Law of Universal Gravitation states that everybody mass (m1)
attracts every other body mass (m2) in the universe by a
force pointing in a straight line (d) between the centers of
mass of both bodies, and this force, GF, is proportional to the
masses of the bodies and inversely proportional to the square
of their separation. Mathematically, GF is computed using the
following equation:

GF = G
(m1 × m2)

d2 (1)

where G is gravitational constant, and its value is 6.67259 ×
10−11. Let A be a gray-scale image. Let us consider a center

Fig. 2. (a) Sample gray-scale image from JAFFE database. (b) M in the
x-direction. (c) M in the y-direction.

pixel Ac of a local 3 mask. It means that Ac is surrounded
by eight neighboring pixels Ai . It is clear from the law of
universal gravitation that all the eight neighboring pixels Ai

exert forces on Ac. Thus, the force exerted on Ac by the i th
neighboring pixel can be represented by GFic. Then, the x
and y components of GFic are GFicx = GFic × sin φ and
GFicy = GFic×cosφ, respectively, when GFic is at an angle of
φ with respect to the x-axis. GFicx and GFicy can be computed
using (2) and (3), respectively. Fig. 2 shows an input image
and edge strengths, i.e., Ms in the x- and y-directions

GFicx =
N�

i=1

�
G

Ac ∗ Ai

d2
ic

× sin φic

�
(2)

GFicy =
N�

i=1

�
G

Ac ∗ Ai

d2
ic

× cosφic

�
(3)

where N is the total number of neighboring pixels of a mask
and d2

ic is the squared Euclidean distance between the i th pixel
and the center pixel. GFicM and GFicD of GFic are calculated
by the following equations:

GFicM =
�
(GFicx )

2 + (GFicy )
2 (4)

GFicD = tan−1
�

GFicy

GFicx

�
. (5)

Equations (4) and (5) can be used repeatedly by considering
every pixel as a center pixel to find out M and D of gradients
of a gray-scale image A.

B. Architecture of the Proposed DCNN

DCNNs learn features automatically and tend to describe
the aimed task more accurately due to the parameters learning
by backpropagation from the loss function of the aimed task.
Existing DCNN-based models, such as VGG-16 and VGG-19,
are built on a single branch sequentially connected with con-
volutional layers and usually focus on homogeneously scaled
receptive fields and ignore detailed edge information. Thus,
they lack gathering adequate features of spatial structure for
facial appearance. Addressing this problem multiconvolutional
networks was introduced. In this section, we introduce a novel
DCNN for the FER task. The architecture of the proposed
DCNN is shown in Fig. 3. It consists of two branches. The
first branch is able to extract significant local features, such
as edges, lines, curves, and corners from the M and D of
an image, as shallow DCNN is designed. On the other hand,
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Fig. 3. Detailed DCNN architecture.

Fig. 4. Various parameters used in the proposed DCNN architecture shown in Fig. 3 and their values.

the second branch is responsible for extracting the holistic
features, which can differentiate one expression from others,
since major DCNN is considered. Since M and D of an
image are considered, the proposed DCNN is able to extract
the features that are relevant to the individual expressions.
The first branch of DCNN consists of three convolutional
layers that are connected sequentially, namely, two max-
pooling, one average pooling, and zero-padding; these are

connected sequentially. On the other hand, the second branch
of the DCNN network contains five convolutional, three max-
pooling, one average-pooling, and an upsampling layer. More-
over, these two branches are concatenated and forwarded to
the two dense layers for the classification of facial expressions.
The detailed description of each layer and its parameters are
shown in Fig. 4. Moreover, capturing the enriched contextual
information filters 5 × 5 and 4 × 4 is employed. These filters
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allow the network to learn true edge variations. The biggest
advantage of convolutional layers is that it is able to extract the
features automatically, kth convolutional layer consists of nk

feature maps, denoted as Fk
p , where p = 1, 2, 3, . . . , nk , and k

represents a particular convolutional layer. Each feature map,
i.e., Fk−1

q , where q = 1, 2, 3, . . . , nk−1 from the (k − 1)th
convolutional layer is convolved with the filter W k

pq and bias
bk

p is added. Furthermore, convolved feature maps are fed into
the nonlinear activation function rectified linear unit (ReLu).
Equation (6) shows how we can obtain a convolved feature
map Fk

p

Fk
p = �

⎛
⎝nk−1�

q=1

Fk−1
q ∗ W k

pq + bk
p

⎞
⎠ , p = 1, 2, 3, . . . nk

(6)

where ∗ indicates the convolution operation. The responsibility
of an activation function is to rework the weighted sum of
input from one node to different activated nodes. Here, ReLU
is adopted because it can reduce the value of cost/loss function
by mitigating the vanishing gradient problem to some extent.
It can compute faster and better performance on complex
databases [71]. The mathematical representation of the ReLU
activation function is shown in (7). Max-pooling is applied
to convolved feature maps obtained by (6) to defeat the
overfitting problem by providing an abstracted style of the
representation of the convolved feature maps. Max-pooling
calculates the utmost value of every patch from each feature
map to spotlight the foremost presented feature within the
patch. It also reduces the number of parameters in order to
make the model simple. Moreover, it provides translation,
rotation, and scale-invariant feature maps

�

⎛
⎝nk−1�

q=1

Fk−1
q ∗ W k

pq + bk
p

⎞
⎠

=

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

0, if
nk−1�
q=1

Fk−1
q ∗ W k

pq + bk
p < 0

nk−1�
q=1

Fk−1
q ∗ W k

pq + bk
p. otherwise.

(7)

The feature maps, FM16 and FM29, obtained from the layers
L16 and L29 are concatenated. Then, the concatenated feature
maps FM16 and FM29 are flattened by flattening layer F before
feeding them as input FC0 into the first fully connected layer.
The output FC1 of the first fully connected layer is fed into the
second fully connected layer to generate FC2 as output. The
mathematical operation involved in two fully connected layers
is denoted by the following equation:

FCi = W i ∗ FCi−1 + bi , i = 1, 2 (8)

where Wi and bi are the weight and bias of the i th fully
connected layer. It is observed from the experiments that the
overfitting problem arises in both fully connected layers as
a number of learnable parameters are associated with them.
In this work, the dropout technique is adopted to resolve the

overfitting problem that occurred in both the fully connected
layers. The output of the second fully connected layer FC2 is
further fed into the softmax layer. The softmax layer consists
of seven neurons and produces a probability vector, ŷ =
[ŷ1, ŷ2, ŷ3, ŷ4, ŷ5, ŷ6, ŷ7]. The probability vector consists of
seven probability values as seven classes of facial expressions
are considered in this study. The kth probability value is
obtained by the following equation:

ŷk = eFC2
k�7

k=1 eFC2
k

, k = 1, 2, . . . , 7. (9)

1) Network Training: The proposed network trains indepen-
dently on M and D of gradients of facial images and estimates
the probability of each class. The proposed network weights
are initialized using the Glorot uniform method, and Adam
optimization is employed to prevent local optimum [72], along
with learning rate decay introduced to advance the training
effect. In Adam optimization, initial learning rate and learning
rate decay are assigned as 0.00001 and 1e-4, respectively.
Categorical cross entropy is exploited to find the loss for
multiclass classification, and it is a measure to quantify the
error of our model. The categorical cross entropy is computed
using the following equation:

ψ(y, ŷ) = −1

7

7�
j=1

y j log ŷ j (10)

where y(= [y1, y2, y3, y4, y5, y6, y7]) is one-hot encoding
vector of the actual labels. Batch size 16 is considered while
training the proposed DCNN since the network can occupy
less memory in our system and 60 epochs are considered for
JAFFE, CK+, KDEF, and RAF databases, while 200 epochs
are used for FER2013.

2) Score-Level Fusion: To estimate the final prediction of
seven basic expressions, the score-level fusion technique [73]
is performed on M and D of gradients. Mathematically,
score-level fusion is done by the following equation:

SFi = arg max
c

N�
j=1

α j Pi j c (11)

where c indicates the various expressions and that i represents
the input sample and N indicates that the two different
modalities, in this study M and D of the input image,
are considered as two different modalities. Pijc could be a
prediction probability to belong to a class c for input sample i
of modality j . The worth of α j is chosen by searching values
from 0 to 5 with a step size of 0.2. Score-level fusion is simpler
to weigh individual scores of modalities, and it gave a better
performance on the FER task.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

A. Environment Settings

In this study, the Keras framework and Anaconda devel-
opment platform are considered for training and testing the
proposed model. Python language is used since many of the
deep-learning libraries are developed using it. The specifica-
tions of the system are reported in Table I.
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TABLE I

SPECIFICATION OF THE SYSTEM

TABLE II

STATISTICAL INFORMATION OF THE DATABASES

B. Database Description

In this work, five well-known benchmark databases, namely,
FER2013 [32], JAFFE [33], CK+ [34], KDEF [35], and RAF
[36], [37], are considered for the evaluation of the proposed
network because these databases contain seven basic universal
facial expressions, namely, NE, AN, DI, FE, HA, SA, and SU.
The top of Table II describes the statistical information of the
aforementioned databases.

C. Data Augmentation

Having a large database is important for measuring the
performance of a DCNN model. Moreover, we can prevent a
DCNN model from learning irrelevant features because irrele-
vant or partially relevant features can negatively impact model
performance. However, the performance can be improved to
some extent by augmenting the data that we already have.
A DCNN can be invariant to translation, viewpoint, size,
or illumination. Thus, some of the image processing tech-
niques, such as the rotation of images by 5◦ clockwise and
anticlockwise directions, horizontal flip, and adding Gaussian
noise, are considered to extend the total number of images of
seven facial expressions of JAFFE, CK+, and KDEF databases
to increase the diversity of these databases. On the other hand,
augmentation is done on DI facial expression of FER2013 and
AN, DI, and FE facial expressions of RAF only due to their
imbalance classes. The bottom of Table II describes the sta-
tistical information of five databases after data augmentation.
Furthermore, each database is divided into three parts: training,
validation, and testing. A tenfold cross-validation technique is
adopted for all the experiments to evaluate the performance
of the proposed method. In other words, out of ten subsets,
eight subsets are used for training, one subset is considered
for validation, and the rest of the one subset is adopted for
testing. The average classification results are reported in this

TABLE III

TRAIN, VALIDATION, AND TEST SPLIT FOR THE FIVE DATABASES

Fig. 5. Training and validation performances using M of GF on five
databases. (a) FER2013. (b) JAFFE. (c) CK+. (d) KDEF. (e) RAF.

TABLE IV

TESTING ACCURACY AND LOSS WHEN M OF GF IS USED

study. Table III shows the number of facial images used in the
training, validation, and testing processes for each fold.

D. Experimental Results Using M

In the first experiment, only M followed by the proposed
DCNN is considered. In other words, the upper half of the
proposed model is only used for training and validation.
Thus, the upper half of the model is implemented in the
abovementioned five databases. Fig. 5 shows training and
validation performances with respect to the epoch on each
database. The average testing accuracy and average loss on
each database are reported in Table IV. It is clear from
Table IV that results are very good on three databases: JAFFE,
CK+, and KDEF. However, the results on FER2013 and RAF
databases are relatively poor, but these could be accepted.

E. Experimental Results Using D

In the second experiment, only D followed by the proposed
DCNN is adopted. In other words, the lower half of the
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Fig. 6. Training and validation performances using D of GF on five databases.
(a) FER2013. (b) JAFFE. (c) CK+. (d) KDEF. (e) RAF.

TABLE V

TESTING ACCURACY AND LOSS WHEN D OF GF IS CONSIDERED

Fig. 7. Feature maps of the proposed DCNN. The primary row represents
first branch followed by the second branch before the secondary pooling layer.

Fig. 8. Feature maps of proposed DCNN. The primary row represents first
branch and followed by second branch before the secondary pooling layer.

proposed model is only considered for training and validation.
Thus, the lower half of the model is executed on the above
mentioned five databases. Fig. 6 shows training and validation
accuracies with respect to iteration on each database. The
average testing accuracy and average loss on each database are
noted in Table V. It is observed from Table V that the results
follow the same trend as Table IV. However, the performance
is deteriorated when D is used followed by the proposed
DCNN.

F. Experimental Results Using Both M and D

In the third experiment, the complete model depicted
in Fig. 3 is used. The proposed model is run on five databases.
Figs. 7 and 8 display the intermediate features maps obtained
by the proposed DCNN. Figs. 9–13 show the one out of ten
confusion matrices and the classification report obtained from

Fig. 9. Performance in terms of confusion matrix and classification report
on the FER2013 database.

Fig. 10. Performance in terms of confusion matrix and classification report
on the JAFFE database.

Fig. 11. Performance in terms of confusion matrix and classification report
on the CK+ database.

Fig. 12. Performance in terms of confusion matrix and classification report
on the KDEF database.

TABLE VI

COMPARISON OF GF DESCRIPTOR WITH OTHER DESCRIPTORS

the given confusion matrix on FER2013, JAFFE, CK+, KDEF,
and RAF databases, respectively. The reported classification
report of each database is obtained by averaging the classi-
fication reports of tenfold separately. The average accuracy
obtained by the proposed model on five databases is reported
in the last row of Table VIII.
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TABLE VII

FEATURE EXTRACTION ANALYSIS OF ALL THE COMPARED METHODS AND PROPOSED ONE FOR ALL THE FIVE DATABASES

Fig. 13. Performance in terms of confusion matrix and classification report
on the RAF database.

G. Model Analysis

The proposed method consists of two steps. Extraction of
edge information using the GF feature descriptor is done in
the first step, whereas the proposed DCNN tunes the edge
information to extract local and holistic features in the second
step. Bhattacharjee and Roy [31] already showed that the
GF feature descriptor performs better than other edge infor-
mation extraction techniques. Thus, we have not conducted
the same experiment again. However, the performance of
the GF feature extractor is compared with two well-known
texture measures named LBP and Gabor face descriptors in
this study. A face image of size 256 × 256 pixels is fed as
an input to the abovementioned three descriptors separately,
and they produce a feature vector of size 1 × 65 536 as an
output. Then, the obtained feature vector is mapped into a d-
dimensional polyhedron to get a point, where the value of d
is 256 × 256 = 65 536. This process would be repeated for
all the face images of a database. We will get a d-dimensional
polyhedron at the end of this process, where a face image
would be represented as a point. A feature descriptor is
not good enough if the points of two classes are highly
overlapping. When the points of the two classes are highly
overlapping, the accuracy would decrease. Here, the overlap is
computed based on compactness and separation. Compactness
and separation define the quality of clustering results. A cluster
has good compactness when points are close to each other and
good separation when clusters do not overlap. In other words,
the ideal values of compactness and separation are zero and
infinity, respectively. Initially, k-means is applied to the points

to divide them into k = 7 clusters as seven basic expressions
are considered in this study. The values of compactness and
separation are computed for the three abovementioned feature
descriptors on five databases that are reported in Table VI.

It is noticed from Table VI that the value of compactness of
the GF is less compared with LBP and Gabor face descriptor.
On the other hand, the value separation of the GF is the
highest among the three feature descriptors. Thus, we can
conclude that the GF is better compared with LBP and Gabor
face descriptor. In other words, the feature vector is more
informative and is able to distinguish a facial expression from
others when GF is used. The same experiment is conducted
after extracting features by the proposed DCNN and other
state-of-the-art models, and the values of compactness and
separation are noted in Table VII.

Two conclusions can be drawn from Table VII: GF and
the proposed DCNN jointly generate features that have more
distinctive capabilities than the features produced by the GF
alone as the value of compactness is less and the value of
separation is high. We can, thus, state that GF followed by the
proposed DCNN is better than the state-of-the-art methods for
the same reason.

H. Comparative Results

In the last experiment, we provide comparative results
against 25 state-of-the-art algorithms, for example, HOG-TOP
[42], shallow CNN [45], major CNN [45], shallow CNN on
LBP images [50], shallow CNN on gray-scale images [50],
partial VGG16 [50], weighted mixture of double channel [50],
weighted fusion of three subnetworks [52], appearance-based
CNN on LBP images [54], fusion of appearance and geometric
features [54], 3-D Inception-ResNet + landmarks [56], autoen-
coders + SOM [57], spatiotemporal feature + LSTM [58],
ensemble DCNNs [59], DCNN for binary classification [60],
IACNN [61], 2B(N + M)Softmax [62], S-DSRN [63], color
features + Gabor transform [64], DCMA-CNNs [65], broad
learning [66], ensemble MLCNNs [67], deep-emotion [68],
VGG19 [47], and ResNet150 [47], on five publicly available
databases. However, the comparison is done based on aver-
age recognition accuracy only. Some of the abovementioned

Authorized licensed use limited to: Tallinn University of Technology. Downloaded on February 01,2021 at 21:59:22 UTC from IEEE Xplore.  Restrictions apply. 



5003512 IEEE TRANSACTIONS ON INSTRUMENTATION AND MEASUREMENT, VOL. 70, 2021

TABLE VIII

CLASSIFICATION ACCURACY (%) AND EXECUTION TIME IN SECONDS ON FIVE DATABASES:
FER2013, JAFFE, CK+, KDEF, AND RAF BY VARIOUS METHODS

methods were implemented on videos. Few works considered
less number of classes. Thus, we change a few of these
algorithms for this study by keeping the overall architecture the
same. Table VIII shows the average classification accuracies
achieved by the abovementioned state-of-the-art methods. It is
clear from Table VIII that the proposed model defeats all
the 25 existing methods on five databases, and it happens
due to the use of GF-based local edge features along with
holistic features extracted by the proposed DCNN, which is
our main focus. However, all the methods are also compared
based on training and testing times. Generally, the training
time of a method depends on the size of the network, size
of the input, number of epochs, number of folds, and others.
In this study, all the models are implemented according to
their respective specifications. However, we consider tenfold
cross validation and 60 epochs while training the proposed
method on all the databases except FER2013. The proposed
method is trained for 200 epochs for the FER2013 database
only. The training and testing times required by all the state-
of-the-art methods, including the proposed method on all the
five databases, are reported in Table VIII. However, testing
time for onefold cross validation is noted only in Table VIII.
Testing time per image (TTPI) is the same for all the images
of a database as their size is equal. However, it varies from
one method to another. It is clear from Table VIII that the
proposed DCNN takes an average training and testing time
across all the databases except the FER2013 database. The
proposed method takes about 960 min to train the proposed
method for FER2013, which is quite large.

V. CONCLUSION

It is clear from the empirical results that the proposed
method can efficiently handle the problem of FER using
static/still images. Facial expressions under lab-controlled
environments are different from those in the wild, which are
more natural and spontaneous. Thus, three databases, namely,
JAFFE, CK+, and KDEF, developed in a lab-controlled envi-
ronment are considered in this work. This study also adopted
two databases, namely, FER2013 and RAF, built in the wild to
demonstrate the efficacy of the proposed method over state-of-

the-art methods. A novel DCNN framework is introduced to
extract holistic features for identifying facial expression. How-
ever, before the use of the proposed DCNN model, a GF-based
edge descriptor is adopted to fetch the low-level local features.
The GF-based edge descriptor produces two intermediate local
features, namely, M and D. At the end of the proposed DCNN
model, a softmax classifier is used to compute the probability
values in favor of either seven facial expressions. Finally,
a score-level fusion technique is employed to combine the
outputs obtained by the proposed model using M and D. The
proposed method achieves an average recognition accuracy
of 78%, 98%, 98%, 96%, and 83% for FER2013, JAFFE,
CK+, KDEF, and RAF, respectively. Empirical results demon-
strate that local and holistic features can together enhance the
FER task. Experimental results also illustrate that the proposed
method outperforms 25 baseline methods by considering the
average time. However, the performance is generally not as
good as that in FER under a lab-controlled environment, which
deserves further study. Moreover, it is worth investigating to
deploy the proposed model in some real-life applications.
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